
Neurosymbolic 
Programming

Yisong Yue

*** Includes materials from: Armando Solar-Lezama, Osbert Bastani,
Swarat Chaudhuri, Ann Kennedy, David Anderson



Machine learning is 
transforming science

Halicin: structurally 
new antibiotic 

Personalized 
Exoskeletons
http://roams.caltech.edu/

https://www.microsoft.com/en-us/research/project/crispr/

AlphaFold

https://news.mit.edu/2020/artificial-intelligence-identifies-new-antibiotic-0220

CRISPR ML

http://roams.caltech.edu/
https://www.microsoft.com/en-us/research/project/crispr/
https://news.mit.edu/2020/artificial-intelligence-identifies-new-antibiotic-0220


But something is missing…

Under review as a conference paper at ICLR 2017
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Figure 9: Left: Hidden state values of a 3 level model trained without any labels on IAM-OnDB, reduced
to 2 dimensions using tSNE mapping. The network discovers writer identity at the highest level, while lower
level phenomena such as stroke length are represented at lower levels. Right: tSNE mapped input, output, and
hidden state values of FlyBowl model (trained without any labels), colored by gender and male wing extension.

In Figure 9 we plot the data points of a 3 level (L=3) model trained on IAM-OnDB in this low
dimensional embedding, and color code them according to three criteria: stroke length, character
class, and writer identity. The results show that stroke length is well clustered at low levels but not
at high levels, characters are best clustered at mid to top discriminative levels, and writer identity
is extremely well clustered at the top generative level but not at low levels. We ran the same ex-
periment for the model trained without diagonal connections (which without a classification target
is effectively a standard RNN with 6 levels of GRU cells), which did not learn to represent writer
identity in any of its hidden states. Intuitively this is because the network has to carry low level
information through every state to predict low level information at the other end, whereas BESNet
carries it directly through the low level diagonal connections leaving higher hidden states free to
capture high level information. A visualization comparing both models is shown in supplementary
material along with a quantitative measurement of our observation.

The same visualization for the model trained on FlyBowl, where data points are color coded by
gender and left/right wing extension, shows (Figure 9, right) that gender is very mixed in the input
and output states but well separated in the top generative state, while lower level information such
as wing extension is well represented at lower levels of the network.

6 CONCLUSION

We have proposed a framework for modeling the behavior of animals, that simultaneously classifies
their actions and predicts their motion. We showed empirically that motion prediction (a target that
requires no labeling) is a good auxiliary task for training action classifiers, especially when labels
are scarce. We also showed that the generative task can be used to simulate trajectories that look
natural to the human eye, and that activating classification units increases the frequency of that
action in the simulation. Finally, we showed that our model lends itself well to discovery of high
level information from the data.

Moving forward, we are interested in working on hierarchical label embedding in the states, assign-
ing higher order activities to units higher in the network. Along those lines, a discrete recurrent
network could be trained separately on the wealth of available text, and be placed on top of a real-
valued handwriting network. We also aim to explore how this framework can be used to understand
the neural mechanisms underlying the generation of behavior in flies.
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Interpretability

Deep Deterministic Policy Gradient (DDPG)

Figure 18: Policy or Actor Network Architecture experiments for DDPG on HalfCheetah and Hopper Environment

We further analyze the actor and critic network configurations for use in DDPG. As in default configurations, we first use the ReLU activation
function for policy networks, and examine the effect of different activations and network sizes for the critic networks. Similarly, keeping critic
network configurations under default setting, we also examine the effect of actor network activation functions and network sizes.

Data Efficiency
https://arxiv.org/abs/1709.06560

https://arxiv.org/abs/1611.00094

?

Correlation vs Causation

Domain 
Knowledge

https://arxiv.org/abs/1709.06560
https://arxiv.org/abs/1611.00094


A revolution in formal methods



Program Synthesis

Program 
Synthesizer

Behavioral Constraints

Structural Constraints

Input/Output examples

Safety properties

Distribution over 
Behaviors

Program components

Program skeletons

Prior over program 
structure

Code



Scientific knowledge is code



Scientific knowledge is code

Understanding Morpho-phonology

https://dspace.mit.edu/handle/1721.1/113870

Synthesis of biological models

https://dl.acm.org/doi/10.1145/2480359.2429125

https://dspace.mit.edu/handle/1721.1/113870
https://dl.acm.org/doi/10.1145/2480359.2429125


Neurosymbolic Programs

Symbolic Programs

Interpretable

Verifiable

Structured domain knowledge

Data efficient

Neural Networks

Scalable algorithms

Flexible

Handles messy data

Easy to get started



Example in Behavior Analysis

Goal: Classify “sniff” action 
between two mice

learned in conjunction with program



Neurosymbolic learning isn’t new…

…but it’s a good time to push on it!

• Respective revolutions in both fields
• Rapidly maturing tools

• New algorithms that can scale 
• Computation (e.g., neural-guided search)
• Data (e.g., programmatic weak supervision)

• Demands by the domain experts & science applications



http://www.neurosymbolic.org/

http://www.neurosymbolic.org/


Fit model to data
Suggest experiments

Check model insights against data

Query model
Extract insights
Inject domain knowledge

Closing the loop between 
data and insight 

Domain Expert

Neurosymbolic Models



The Basic Recipe

Domain Specific Language (DSL) -- “Family of programs”

Program Structure

Inputs Algebraic Operators Parameterized Operators
(𝜃 are the parameters)

Recall Earlier Example:
Examples of ⊕!



The Basic Recipe

Domain Specific Language (DSL) -- “Family of programs”

Program Structure

Inputs Algebraic Operators Parameterized Operators
(𝜃 are the parameters)

Learning Objective 
(“Loss Function”) Neurosymbolic Program (𝜶, 𝜽)Learning Algorithm

(aka synthesis)

Downstream Analyses



Observations:
• Fixed program structure 𝜶→ train 𝜽 via gradient descent

• Setting 𝜶 as a neural network → standard deep learning 

• Finding 𝜶 is analogous to neural architecture search
• Sometimes call 𝜶 the “program architecture”

• Classic program synthesis focuses on 𝜶, with 𝜽 being very simple

Example 
Program:



Remainder of Talk
NEAR: Neural Admissible Relaxations

Ameesh
Shah

Eric
Zhan

Learning Differentiable Programs with Admissible Neural Heuristics, Ameesh Shah, Eric Zhan, et al., NeurIPS 2020

• Neural completion of partial program
• Sub-routine is a “black-box” neural net
• “Neural Relaxation”

• Can evaluate complete programs
• Lower loss: ! "#$% &#'()* ≤ ! "#$% ,(-.()/ + 1
• Exactly an 2-Admissible Heuristic!

• A* is guaranteed to find !-optimal program!
• Also applies to Branch & Bound, etc.

( … )

F1 Map( h1 )

Map(F2) Map(F3( h2 ))

0.03  + 0.55 0.02 + .40 

0.03  + 0.45 0.04 + .49

Map(F3(F4)) Map(F3(F5))

0.03  + 0.50 0.04 + 0.60 

Jennifer
Sun

Algorithm Vignette
(Computational Scalability)

User Study Vignette (Interpretability)

Data Augmentation Vignette (Data Efficiency)



�x. f⇤

�x. [ ] �x. foldl x (�zy. h⇤)[ ]�x. x

𝜆𝑥.map 𝑥 𝑓!

𝜆𝑥.map 𝑥 𝑔∗

𝑓!

…

Top-Down Induction

Exponentially large search space!

Popular approaches (e.g., A*) 
require admissible heuristic



Motivating Observation/Assumption: 
Functional Representational Power

“Large” Neural Models

Neurosymbolic Models

Every neurosymbolic model can be (approximately) represented by some “large” neural model.“Neural Relaxation”



If a large neural network cannot fit this 
hole, then a program also cannot

𝑔∗

�x. f⇤

�x. [ ] �x. foldl x (�zy. h⇤)[ ]�x. x 𝜆𝑥.map 𝑥 𝑔∗
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Eric
Zhan
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Sun

NEAR: Neural Admissible Relaxations

Learning Differentiable Programs with Admissible Neural Heuristics, Ameesh Shah*, Eric Zhan*, et al., NeurIPS 2020



�x. f⇤

�x. [ ] �x. foldl x (�zy. h⇤)[ ]�x. x

𝜆𝑥.map 𝑥 𝑓!

𝜆𝑥.map 𝑥 𝑔∗
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NEAR: Neural Admissible Relaxations Ameesh
Shah

Eric
Zhan

Jennifer
Sun

Learning Differentiable Programs with Admissible Neural Heuristics, Ameesh Shah*, Eric Zhan*, et al., NeurIPS 2020

Neural Relaxation as Admissible Heuristic!
Usable in any informed search (e.g., A*)



NEAR: Results

NEAR 

Learning Differentiable Programs with Admissible Neural Heuristics, Ameesh Shah*, Eric Zhan*, et al., NeurIPS 2020

B E T T E R
Order of magnitude speedup!
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Behavior categorization & 
definitions are ambiguous!

https://www.sciencedirect.com/scien
ce/article/pii/S0896627319308414

https://www.sciencedirect.com/science/article/pii/S0896627319308414


Understanding annotator differences

https://arxiv.org/abs/2106.06114 Megan Tjandrasuwita, Jennifer J. Sun, Ann Kennedy, Swarat Chaudhuri, Yisong Yue

Megan 
Tjandrasuwita

Jennifer
Sun

https://arxiv.org/abs/2106.06114
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Data Augmentation, Self Supervision, Weak Supervision, 
etc…

https://arxiv.org/abs/2002.05709

Labeled data is expensive

Use augmentations to reduce 
label burden

Example: image transformations that preserve “meaning”

https://arxiv.org/abs/2002.05709


Auxiliary Supervision via Programmed Decoding Tasks

“Task Programming”

Task Programming: Learning Data Efficient Behavior Representations, 
Jennifer J. Sun, Ann Kennedy, Eric Zhan, David J. Anderson, Yisong Yue, Pietro Perona, CVPR 2021 ***Best Student Paper Award

Jennifer
Sun



Task Programming
B 

E 
T 

T 
E 

R Can lead to 10x 
annotation efficiency!

Jennifer
Sun

Task Programming: Learning Data Efficient Behavior Representations, 
Jennifer J. Sun, Ann Kennedy, Eric Zhan, David J. Anderson, Yisong Yue, Pietro Perona, CVPR 2021 ***Best Student Paper Award

Follow-up Work: 
Automatically Synthesizing Decoding 
Tasks via Unsupervised Program Learning



Close Collaboration 
with Domain Experts

David Anderson
(Caltech)

Ann Kennedy
(Northwestern)



Neurosymbolic Survey

***Coming out soon!



Neurosymbolic Programs

Symbolic Programs

Interpretable

Verifiable

Structured domain knowledge

Data efficient

Neural Networks

Scalable algorithms

Flexible

Handles messy data

Easy to get started

http://www.neurosymbolic.org/

http://www.neurosymbolic.org/


Thanks!

Learning Differentiable Programs with Admissible Neural Heuristics, Ameesh Shah*, Eric Zhan*, et al., NeurIPS 2020
• https://github.com/trishullab/near

Interpreting Expert Annotation Differences in Animal Behavior, Megan Tjandrasuwita et al., arXiv

Task Programming: Learning Data Efficient Behavior Representations, Jennifer J. Sun, et al., CVPR 2021  ***Best Student Paper Award
• https://sites.google.com/view/task-programming

Unsupervised Learning of Neurosymbolic Encoders, Eric Zhan*, Jennifer J. Sun*, et al., arXiv

References:

https://github.com/trishullab/near
https://sites.google.com/view/task-programming

