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Analytics in professional sports has experienced a dramatic growth in the last decade due to the wide de-

ployment of player and ball tracking systems in team sports, such as basketball and soccer. With the massive

amount of fine-grained data being generated, new data-points are being generated, which can shed light on

player and team performance. However, due to the complexity of plays in continuous sports, these data-

points often lack the specificity and context to enable meaningful retrieval and analytics. In this article, we

present an intelligent human–computer interface that utilizes trajectories instead of words, which enables

specific play retrieval in sports. Various techniques of alignment, templating, and hashing were utilized by

our system and they are tailored to multi-agent scenario so that interactive speeds can be achieved. We con-

duct a user study to compare our method to the conventional keywords-based system and the results show

that our method significantly improves the retrieval quality. We also show how our interface can be utilized

for broadcast purposes, where a user can draw and interact with trajectories on a broadcast view using com-

puter vision techniques. Additionally, we show that our method can also be used for interactive analytics of

player performance, which enables the users to move players around and see how performance changes as a

function of position and proximity to other players.
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1 INTRODUCTION

In terms of sports data, the methods in which humans interact with computers are still quite prim-
itive. In Figure 1(a), we illustrate the conventional method of interaction where a user types a text
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Fig. 1. (a) Conventional methods for sports play access are based on “keywords,” which lack specificity and
requires the user to browse through a large collection before finding the specific plays of interest. (b) To
improve retrieval effectiveness, we instead use trajectories, which is an intuitive and powerful query format
that allows the user to specify plays similar to how a coach/analyst draws up plays, and can capture the rich
semantics required for effective sports play retrieval. (c) An alternative method of drawing up plays could
also be on a broadcast view—we show how this can be done as well.

query into a search bar. In this example, it is a keyword query to retrieve video clips of plays in
basketball that have been tagged with those labels. Another method includes that of pivot tables,
where a human clicks on certain field(s) to analyze fields of data of a team/player that they are
interested in analyzing.

However, with the wide-spread deployment of commercial tracking systems (e.g., STATS Sport
VU [66]) in professional sports, which generates the x ,y location of players and x ,y, z of the ball
at high-frame rates, a more granular form of data that can describe team and player behavior has
been produced which these methods of interaction are of little use. This is despite the fact the
tracking data is “visible” and can be easily understood by a domain expert in terms of trajectories.

For example, if we go back to the play retrieval example in Figure 1(a), describing the subtlety of
movement of players via text labels would require an enormous amount of labels (i.e., a picture is
worth a thousand words). Instead, it would be more intuitive to use the visual depiction using the
raw trajectories of the play as the input query. Not only does this capture all the components of
the play—it also invites interaction where the human can select the players of interest, or augment
the trajectories to better reflect the query the user is interested in.

In this article, we showcase an intelligent interface for human–computer interaction, which
allows for fine-grain search, as well as interactive team and player analytics for sports. To enable
such use, we have developed a trajectory-based query language for sports plays. The intuition of
such an approach is as follows: instead of searching plays using “keywords” (Figure 1(a)), we use
a visual representation of player trajectories—inspired by the “x’s and o’s” a coach or analyst uses
to draw up plays. Figure 1(b) depicts our basic setup: given an example play as the input query, the
system retrieves a ranked list of plays ordered by relevance to the query. The query can be issued
on a canvas, where a user can use an exemplar play or draw the query by hand. Alternatively, a
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user could potentially draw on the broadcast video and create a query by drawing the trajectories
directly on the broadcast view (Figure 1(c)). This approach can also enable interactive analytics to
occur, which relates to giving the user the ability to move players around in a given situation and
see how the probabilities of events change based on the movement.

The implications of the work presented in this article are quite profound, especially when one
considers the current workflow that exists in sporting organizations. In terms of searching for
specific video clips in sports, this endeavor is one that is heavily humanized where experts spend
up to two days to find similar video clips. In terms of analytics, there are currently no interactive
methods of asking specific questions based on an example. For example, given a 3-point shot taken
by a player in a given situation in basketball, the current method of applying analytics is to use an
aggregate measure (i.e., his/her average 3-point is 42%, and 46% uncontested and 33% contested).
Even though this is a reasonable approximate—it does not answer what is the specific probability
in that situation. In this article, we show methods that can (i) search based on a specific exem-
plar or drawing, and (ii) answer a specific analytics question such as what is the likelihood of a
player scoring in this situation. Such methods do not currently exist, and we believe our interactive
method enables such specific questions to be answered.

The rest of the article is as follows. In Section 2 of the article, we present an overview of our ap-
proach for interface design for intelligent human–computer interaction. In Section 3, a description
of the related work is documented and we explain how our work differs from the existing efforts.
In Section 4, we describe our retrieval system, which includes how we form our trajectory-based
language through trajectory alignment, as well as showing how we can draw on the broadcast
video. This section also describes how we measure play similarity as well as hashing to allow for
responsive retrieval. In Section 5, we validate our retrieval system using a variety of empirical
evaluations, ranging from analyzing the accuracy/efficiency tradeoff of the various system com-
ponents, to conducting a user study on the end-to-end task of sports play retrieval. This study
demonstrates that our trajectory-based approach can achieve orders-of-magnitude improvements
in search quality compared to systems based only on categorization, which showcases the efficacy
of our approach and we discuss the findings. In Section 6, we showcase our interactive analytics
method that allows users to ask specific questions as well as discuss the implications of this work.
We then finalize the article with some concluding statements in Section 7.

2 OVERVIEW OF THE PROPOSED INTELLIGENT INTERACTIVE INTERFACE

We view our trajectory-based retrieval approach to being complementary to existing categoriza-
tion methods. Much like how the early work on information access for the World Wide Web was
largely dichotomized into directory/taxonomy vs. query/retrieval paradigms [70], we view our
approach as the first instance of the query/retrieval paradigm for sports plays to complement the
existing approaches for the directory/taxonomy paradigm. Note that the two types of approaches
can be integrated together for improved performance (e.g., one can retrieve for only certain types
of plays). Our interface can be categorized into the following two components: (i) retrieval, and
(ii) prediction.

2.1 Retrieval

Below we list the types of fine-grain queries our retrieval interface can deal with (visual depictions
are shown in Figure 2):

Exemplar-based query: A user can use a short play sequence from an existing game as the query
(Figure 2(a)). The features include: (A1) a visualization window of play containing player and ball
trajectories, (A2) a retrieval window that displays the most relevant plays, (A3) a retrieval button,
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Fig. 2. Our Chalkboarding query language can take three different input types. (A) Exemplar-based where a
user can play an existing game in the database and choose a short segment play as query—features include:
(A1) Visualization window of play containing player and ball trajectories (red = ball, green = offensive-
players, yellow = defensive-players, dots = end-of-trajectory), (A2) retrieval window that displays the most
relevant plays in terms of rank, (A3) retrieval button, (A4) game-selection and scroll-bar to scrub through
game of interest, and (A5) specify length of trajectories in seconds. (B) Manipulating exemplars where a user
can select just a subset of trajectories which they deem relevant—it is the same interface except for (B1) the
visualization window where the user can right-click to select the trajectories of interest. (C) Drawing plays
where the user draws the play of interest like a coach would on a chalkboard—additional features include
(C1) visualization window where the user draws the play of interest, (C6) draw tool selection button, (C7)
toggle buttons to include actions in play (note, the user must also select the length of the play). (D) Drawing
on a broadcasting video, (D1) is the window where user can play the video and draws the play of interest.

(A4) a game-selection and scroll-bar to scrub through game of interest until the portion of game is
found, and (A5) a time-window selection. The last feature is quite important as the current system
requires the user to define a time-window to the nearest second, and all searches will be con-
strained to look for trajectories fitting that time duration.

Manipulating exemplar-based queries: A user can also manipulate an existing play sequence be-
fore using it the query (Figure 2(b)). The primary manipulation we consider in this article is erasing
irrelevant players (B1). More generally, one could also consider adjusting the trajectories of an ex-
isting play as well.

Drawing-based query: A user can draw a play of interest on the chalkboard (Figure 2(c)). Again,
the interface is similar to the other two with the only difference being that the visualization

ACM Transactions on Computer-Human Interaction, Vol. 25, No. 2, Article 13. Publication date: April 2018.



Interactive Sports Analytics 13:5

Fig. 3. The functionalities of our analytic module. A1 is the visualization panel that displays the estimated
basket probability of offense players. A2 lists all the players in both team, user can swap them with any
player on the interface. (a) Estimated point value of player Neil (yellow) in a particular play. The above value
is the basket likelihood and the text below is his name. (b) User can move a player to see the probability
change. (c) User can swap players to see the probability change.

window is now a canvas in which the user draws their input play (C1). To select the drawing
feature, a “draw-tool” selection button needs to be enabled (C6) and to include semantics such as
“pass” or “shot” onto the trajectories, we have a toggle button for those actions included (C7).

Drawing-based query on broadcast feed: Additionally, the user can also draw on a broadcast feed
of a game (Figure 2(d)). The chalkboard window can also be used to play a broadcasting video and
allows user to draw the play of interest on it (D1). To draw the play on the broadcast view may
be a more intuitive way of interacting with the data. This requires an additional process of court
calibration, which is not trivial as it centers on doing this on a moving camera. We dedicate an
entire section describing how we do this (Section 5).

2.2 Interactive Prediction

Leveraging off the building blocks of our retrieval approach, we can also perform situational in-
teractive analytics. Figure 3 showcases how we can achieve this through our interface. In this
interface, the visualization panel (A1) shows the position of each player in the last frame of a play.
A user can then click and drag any player on the court to see their basket probability (above player)
and name (under player). A2 lists all the players in both team, once a player on court is selected,
user can swap him with any other player in the list. Figure 3(a) shows the basket probability of
player Neal in yellow team with a defender nearby. At this moment, Neal only has 13% likelihood
to make a basket. But if we move Neal a bit left on the screen, the probability would increase to
27% (see Figure 3(b)). And if we replace Neal with Parker, the probability would jump to 43% (see
Figure 3(c)). In this article, we show how we can calculate such probabilities “on-the-fly” based on
the user interaction.
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3 RELATED WORK

3.1 Multimedia Retrieval

The study of information retrieval enjoys a long and rich history in the information science and
computer science communities [48, 62]. The overwhelming majority of previous work has been
based on text-based or other types of tokenized query formats, which are unsuitable for multimedia
data such as image, video, or spatiotemporal data in sports.

In order to retrieve multimedia data effectively, various query formats are developed depending
on the granularity of search desired. In terms of image retrieval, exemplar-based or sketch-based
query has been widely used [41, 60, 73, 74]. In these works, instead of using tags or attributes, a
combination of edge-based features and lines are used as the input query. From this initial repre-
sentation, feature descriptors or shape words are extracted to match the input query to the target
image subset. Similarly, audio-based query enables users to accurately retrieve the desired music
from a large database [7, 27, 65]. Another category of query uses hybrid formats, which combines
content and semantic information. Users can use both textual query and visual query to improve
the precision in retrieving multimedia data [19, 52, 59].

Even though the retrieval of certain types of multimedia data has been well investigated, there
are very limited works in retrieving spatiotemporal data. The most commonly studied type of
retrieval and recommender systems that incorporate spatial or temporal data are those that are
“location-aware,” i.e., use the location of users as semantic information to retrieve or recommend
more relevant information [2, 4, 18, 68, 75]. Previous data access work in the sports domain
have largely focused on the directory/taxonomy paradigm [70] via improving categorization
of plays [5, 16, 24, 49]. The categorization process is normally expensive and retrieval using
those keywords is also inefficient since the play of interest cannot be described explicitly. Some
trajectory-based retrieval work lies in surveillance video retrieval [29, 31, 40], where trajectories
are used to search for certain events. However, they only focus on single-agent trajectory while
we are facing a more complex multi-agent scenario.

Our multi-agent scenario is similar to the setting in [67]. Team-based multi-agent data describes
the behaviors of two or more agents involved in the same activity over a period of time, those
agents are on the same team and share the same overall goals. Multi-agent trajectories consists
of a spatio-temporal trace, which is a sequence of observations of the 2D position of each agent
through time. Our Chalkboarding can be viewed as a new variant of content-based retrieval de-
signed for multi-agent spatiotemporal trajectory domains, which is inspired by the sketch-based
query format in image retrieval. It can also cooperate with semantic information to offer further
benefit.

3.2 Computer-Human Interaction for Sports Data

In terms of human–machine interaction (HCI) for sports data, this has been a recent surge in work
in this area thanks to the ease of capturing sports video, personal wearables, in addition to tracking
system in professional sports [51, 54]. In terms of sports video, quite a number of works in the HCI
community center on interacting with broadcast video. Since generating live broadcasts of sports
normally requires a coordinated crew of people with different background, Perry et al. [56] boosted
the team collaboration by analyzing video-mediated indexical gestures while Foote et al. [25] pre-
sented a unimodal interface concept that allows one person to operate multiple cameras. Apart
from production, some works also focus on the broadcasting video augmentation. Yu et al. [76]
proposed a new 3D camera calibration algorithm so that the virtual content (VC) can be inserted
accurately in tennis match, while Liu et al. [44] presented a more generic VC insertion system that
enables inserted VC can be noticed by audience at the right time without interrupting audience’s
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viewing experience. This kind of work on broadcasting video heavily relies on the computer vision
techniques and the target users are the video production teams and audience.

Another interesting area of research has focussed on assisting training in sports. The works
in [38] and [55] describe methods to capture movement data with wearable devices for skate-
boarding and climbing. This compares to the work in [57] and [53], where both sets of authors
presented novel ways to visualize tracking data so performance could be analyzed in a intuitive
way. Altimira et al. [1] created two balancing techniques by using digital augmentation tech-
niques to the sports field. By balancing the skill level of opponent, training can be conducted more
effectively.

Although the above works are impressive, there is still an enormous amount of fertile ground
for human–computer interaction in the sports domain when one considers all the knowledge dis-
covery and data-mining research that is currently being conducted. Recent efforts have focussed
on using machine learning algorithms to solve the problems such as developing advanced metrics
to evaluate player/team performance [26] and analyzing team play patterns/styles [50, 78]. These
new data points have shown that they can better reconstruct how a match is being played, as well
as predict future performance. However, another use of these data-points is to elicit interaction
from users to answer fine-grained questions that they may not have been previously able to an-
swer. The goal of this article is to show how we can merge state-of-the-art machine learning on
fine-grained into an interactive environment where a domain expert can draw further value from
the fine-grain data collected.

Our approach bears affinity to other work on redesigning the interface between the human user
and the data repository for various information retrieval and gathering tasks [8, 14, 21, 64]. Of-
tentimes, tuning system components such as the relevance estimation method results in relatively
modest improvements in performance (cf. [77]), whereas designing a new interface to either accept
richer inputs or produce richer outputs can lead to orders-or-magnitude improvements in overall
system quality.

3.3 Representing and Understanding Multi-Agent Trajectories

From the technical perspective, the primary challenge that we study is how to compare the simi-
larity between two multi-agent trajectories. There have been ample previous work studying how
to measure similarity between trajectories and time series [17, 20, 69, 80], but they are largely
focused on single trajectories rather than multi-agent ones. We build upon recent work that lever-
age a “role-based” representation [47, 71] that can compactly and efficiently characterize group
behavior and formation in the sports domains.

The role representation is used primarily for alignment purposes and leaves open the question of
what similarity measure to use for comparing individual pairs of aligned trajectories. One popular
line of research focused on elastic measure that address warping and shifting effects in space
and/or time [36, 37, 43, 61], while another line of research focused on finding the most similar
or dissimilar points in two trajectories in order to ensure some notion of robustness (e.g., via the
Hausdorff distance) [34, 45]. As the latter is designed to measure distance between polygons and
does not take the direction of trajectories into consideration [80], in this article, we test some
representative algorithms from the former category to find an ideal one for our task.

All modern retrieval systems require fast indexing in order to quickly search through a large
repository, and one popular approach (which we also adopt) is to use a hash table [32, 79]. In
different domains, the hash function is designed differently for specific applications. In general,
the goal of hashing is to minimize time cost. Our approach is built on the concept of locality
sensitive hashing (LSH) [28, 33], which is designed to place similar samples into a same address.
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Fig. 4. Our retrieval system is divided into two parts, preprocessing and retrieval. The first part aligns the raw
data and builds a hash table, whereas the second part contains a fast retrieval procedure. They are explained
separately in this section.

Such an approach has also been applied in other settings where a similarity measure or ranking is
required [35, 58].

4 TRAJECTORY-BASED RETRIEVAL SYSTEM

Figure 4 shows an overview of our retrieval system. To enable quick and accurate retrieval, “intel-
ligent preprocessing” of the raw trajectory data is required. This preprocessing takes the form of
using a role-based representation to enable fast alignment of trajectories, using a simple similarity
measure to estimate relevance, followed by learning a hash-table to find the most relevant plays
quickly.

After preprocessing, play retrieval comprises of first computing the hash entry from the query
to find the most likely candidates, and then followed by local search to rank the candidate plays.
Descriptions of these modules are given in the following subsections. Our full-stack system can
retrieve relevant results from a repository of hundreds of thousands of plays in less than second,
and can thus support interactive use cases.

4.1 Role Representation for Fast Alignment

To measure play similarity, we employ an agent-to-agent trajectory comparison method. The ad-
vantages of using such an approach are as follows: (i) the representation is lossless (i.e., no quanti-
zation is required), (ii) only a limited number of additional features are required to be stored (and
not an overcomplete set of hand-crafted features that maybe hard to store in memory), (iii) the
representation is visual and interpretable, and (iv) it allows for full interactivity with the data (i.e.,
users can select the precise time-window and agents of interest).

A drawback, however, is the problem of permutations. An example of this problem is shown in
Figure 5(a), where we show the raw trajectories and the covariances of each player across a quarter
of a match. Here, we can see players tend to move all around the court and not in one distinct area.
In terms of matching trajectories, this means we would have to check all permutations, which in
the case of basketball is 5! = 120 (if we compare the trajectories of both teams it is 1202).

ACM Transactions on Computer-Human Interaction, Vol. 25, No. 2, Article 13. Publication date: April 2018.



Interactive Sports Analytics 13:9

Fig. 5. (a) Shows the raw trajectories (left) and the covariance (right) of each player during a quarter of play,
which shows that players can be located in any part of the court. (b) However, if we align the player positions
to a formation template at each frame, we show that players are spaced into a formation.

Fig. 6. A toy example of the data alignment problem. (a) S1 is the play of interest, if we find an exactly
identical play, the distance between them d (S1, S1) should be zero. (b) However, if there is another same
play S2, but player Jordan and changed their roles, the distance d (S1, S2) will no longer be zero due to the
misalignment of these two players.

Although exhaustively comparing all trajectories would yield the optimal agent-to-agent align-
ment, recent research in multi-agent systems have shown that matching the trajectories to a pre-
defined formation template can yield near-optimal agent-to-agent alignments [6, 47] in a single
pass. We discuss the choice of distance metric in the next section on relevance estimation.

Figure 6 depicts a toy example that illustrates the intuition behind the formation-based ap-
proach [6, 47]. We can represent the play in Figure 6(a) as S1 = [sball, SoffTeam], where each in-
dividual trajectory can be described as the vector s = [x1,y1, . . . ,xF ,yF ]T , and F is the number
of frames in a play. Team behavior can then be described as the trajectories of the five players:
SoffTeam = [sJordan, sPippen, sKukoc, sLongley, sRodman]. If the team runs exactly the same play at some
other point in time, then those two plays will already be pre-aligned (i.e., each player runs the ex-
act same trajectories in both plays), and the distance between them will be zero (for any distance
metric).

If we instead compare S1 with S2 from Figure 6(b) using the same representation as S1, then the
distance will not be zero as Jordan and Pippen have switched positions. However, if we discard the
identity of the player and use their role information at that frame – SoffTeam = [sA, sB, sC, sD, sE],
the distance between S1 and S2 both plays are seen as the same as the distance is zero (Figure 6(c)).
In addition to normalizing for permutation, the role-representation is also robust to substitutions,
and agnostic to team identity.

To learn the template for fast alignment, instead of manually labeling the roles of each player
in every frame like [6, 47]. We compute the template from the data directly by using an unsuper-
vised approach. We randomly collected a 10,000-frame subset from the dataset as training set and
followed the steps below:
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(1) Randomly select one frame from the training set and use the players’ permutation in this
frame as initial template T .

(2) Pick a frame f in the remaining training set and compute the cost of assigning each player
in f to each role in templateT based on their location. The cost here means the Euclidean
distance between each player–role pair.

(3) Use Hungarian algorithm [39] to select the roles for each player and acquire aligned f ∗.
(4) Use aligned f ∗ to update template T (via averaging).
(5) Repeat steps 2–4 until no frame remains in the training set.

Such approach generates a formation template (Figure 5(b) right), which is very similar to the
template learned by manually labeling in [6, 47].

At each frame, we want to know which role within a formation a player is in. At the start of
the match, we assign the player with an original role (or ordering in the feature vector). But as
the game is dynamic players could have switched positions with their team-mate during a period
during the match. So given a frame, and the initial ordering of players, we calculate the pairwise
L2 distance between the player’s current position and each of the other positions within our role
template. This gives us a square cost matrix, which is of size N × N . Given this cost matrix, we
then want to find the role assignment that has the lowest total cost between the position of players
according to their initial ordering and the role template. Applying the Hungarian algorithm [39]
to this cost matrix gives us the assignment/permutation with the lowest total cost. The assignment
results in a single role feature being added to the raw position data of each player, which is basically
just an extra column in the database.

We also run a sliding window (i.e., 1–5 seconds) and do a majority vote to determine which role
that player was in for different time-windows (i.e., 1–5 seconds), which results in an additional
five columns in the database of features, and is still very lightweight. In order to make all the plays
comparable, we rotate all the plays that are conducted on the right side of court by 180 degrees
so that the coordinates of all the plays are aligned. The reason why we did rotation rather than
mirroring is that mirror did not adequately reflect the thoughts and wants of the experts as the
handedness is a strong factor analyzing plays (i.e., a drive down the right side of the basket is
far more common than the left-hand side as more players are right-handed dominant). We asked a
number of users, and they indicated that they much preferred that mirroring was not incorporated
as they felt that did not represent plays in the form in which they were run (i.e., if they searched
for a play down the right and it returned them on the left they thought the retrieved results were
wrong).

To show that our fast alignment method approximates the optimal alignment, we randomly
selected 10 queries and chose the top 50 retrieved results. Figure 7 shows the plot of the average
distance against the curve of three different alignment methods (see next subsection for metric
distance used). The best performing alignment method was that of the exhaustive method. The
next best was our fast-alignment using the role-representation, which was a close approximation
to the optimal alignment. The worse performing alignment algorithm was that of identity, where
the initial representation was fixed for the entire play.

Figure 8 shows the timing comparison, which reports the average time cost of 100 retrievals in an
100,000-sample database, and the time cost of each step is visualized. It shows that using role-based
alignment for relevance estimation is 120-times faster than trying all permutation exhaustively in
the ranking process for each time window size. This experiment was conducted on a 3.2GHz, 8GB
RAM computer. It should be noted that only the attacking team is considered in this test. Had both
teams (offense and defense) been involved in the retrieval task, the time cost difference would be

ACM Transactions on Computer-Human Interaction, Vol. 25, No. 2, Article 13. Publication date: April 2018.



Interactive Sports Analytics 13:11

Fig. 7. The plot of similarity distance against retrieved-result ranks. It compares the performance of three
alignment methods. Red curve is the optimal result, which is acquired by exhaustively searching the opti-
mal permutation. It shows that our role-based representation (yellow) is much closer to the red curve than
identity-based representation (blue), while our method also much faster than exhaustively permuting the
data.

Fig. 8. The time cost of our role-based representation (left bar of each pair) and exhaustive permutation
(right bar of each pair). It shows that role-based representation is 120-times faster than trying all permutation
exhaustively in ranking for each time window size. The test uses an 100,000-sample database and only the
attacking team is considered.

even more significant by another order of magnitude. The overall time complexity of our system
will be explained later.

4.2 Relevance Estimation

Relevance estimation is the problem of determining which plays in the data repository is most
relevant to an input query, and is typically addressed by producing a ranking of decreasing
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Fig. 9. This figure displays three class examples in our metric comparison experiment. We show three plays
for each class. An expert annotated those examples based solely on the ball trajectories.

similarity to the input query [48, 62]. Given that our approach compares agent-to-agent trajec-
tories, we need a suitable similarity metric to capture the differences between plays.

We use a supervised classification experiment to evaluate which distance measure is most suit-
able for measuring play similarity. We provided a domain expert a dataset that consists 1,600
3-seconds plays, and asked them to group the similar plays into one class based solely on the
ball trajectories. Eventually, those 1,600 plays were divided into 38 classes, some examples are
shown in Figure 9. We conducted the experiment via 5-fold cross validation and we compared six
different metrics/measures on the aligned trajectories: l2 distance, l∞ distance, Frechet distance,
dynamic time warping (DTW), longest common subsequence (LCSS), and edit distance (Edit). For
LCSS and edit distance, we use the SAX [42] to transform the time series into symbolic represen-
tation. More precisely, it transforms each subsequence in the time series into a symbolic vector,
so the whole time series becomes a concatenation of symbolic vectors, which can be thought as a
big matrix with symbols. Since symbolic vector is computed locally from the subsequence, it can
be computed incrementally. By contrast to using a single long symbol string to represent the time
series, SAX is very robust to outliers and can be computed in a streaming fashion. Coupled with
SAX representation, Edit distance and LCSS can be computed since they measure the similarity
by counting the similar or dissimilar elements in the symbolic representation. Normally, SAX re-
quires three parameters, length of subsequence, word length, and cardinality. In our case, we set
the length of subsequence to half second. Word length and cardinality are empirically set to 18
and 10. We used nearest neighbor as our classifier.

Table 1 shows the classification accuracy. We can see that the first four metrics all worked rea-
sonably well while LCSS and edit distance are much worse. Both LCSS and edit distance methods
lose the direction and location information of trajectories, which is shown to be very critical in
sport plays. To test if there were any significant differences between the first four metrics, we used
the Mann–Whitney U significance test, which we chose as the number of examples per class were
imbalanced. After running our significance tests, we found that there was no significant difference
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Table 1. The Average Accuracy of Each Metric in 5-fold
Cross Validation Experiment

l2 l∞ DTW Frechet LCSS Edit

ACC 0.773 0.755 0.787 0.741 0.430 0.412

Fig. 10. The reconstruction error against the number of clusters for time window sizes from 1 to 5 seconds.

between these four. As such, we used the l2 distance as our similarity measure as it is the easiest
to deploy.

4.3 Hashing for Fast Indexing

In our dataset, we had over 600 hours worth of tracking data (∼30GB), making similarity compar-
isons between a query and the entire database an expensive task. For example, if we were to break
the database into a series of 3-seconds plays, this would equate to 4 million different examples. If
each comparison took 30 milliseconds, searching the entire dataset would take 120 seconds – far
too long to be usable as an interactive retrieval system.

The standard approach to improve retrieval speed is to use a hash-table or some other kind of
indexing [48]. Based on domain experts’ opinions as well as our own observations while building
the initial version of the system, we used the ball trajectory as our index feature. To learn the
dictionary of indexes, we applied k-means clustering using the l2 distance on all ball trajectories
for time-windows of 1, 2, 3, 4, and 5 seconds. The reason why we use 1–5 seconds time window
is 2-fold. First, this is a heuristic that we used by talking to many expert basketball coaches. In
terms of fine-grain behavior, we found through our interactions that the plays of interest were
between the window of 1–5 seconds (pick-and-rolls, isolation plays, etc.). We were also motivated
by the book [3], in one of the chapters, coach Stan Van Gundy stated that a play normally lasted
2–3 seconds and the sketches within this playbook were assumed to be of that length. The second
issue is that the variance grows exponentially large as we expand the time-window, which means
the number of “similar” plays retrieved was relatively small and not that useful for the user. To
choose appropriate k for each time window, we inspected the reconstruction error plots (Figure 10),
which we chose to be around 60 clusters. Examples of some of the clusters for the 3 seconds
trajectories are shown in Figure 11.
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Fig. 11. Some examples of the ball trajectories distribution in each cluster with 3-seconds time window. Red
curve is the mean trajectory and the small red circles are the end points.

Fig. 12. An example of our retrieval process: (a) 3-seconds query with only ball trajectory, (b) compare to
the centroid of each cluster, (c) acquire the plays with entry cc (cluster index) from hash table, only look at
3s entry (red column) in this case, (d) according to the game index, fetch the corresponding plays from raw
tracking data, and (e) find the top K nearest neighbor. Green box indicates the selected candidates at each
step.

In addition to using the spatial location, ball-actions (e.g., pass, dribble, shots) were incorporated
by further splitting the clusters into semantic clusters. To ensure that each cluster contained less
than 1,000 plays, we further divided clusters which had more than 1,000 plays into sub-clusters by
applying another round of k-means on the specific cluster until this was achieved (k was chosen
according to the size of plays within the current cluster—e.g., if a cluster had 2,000 plays, we used
k = 3).

In terms of preprocessing, we use each frame as the starting point of the ball trajectory and
obtain the ball trajectory for various time-windows (1–5 seconds). For each time-window, we
then compare that trajectory to the centroid trajectory within the hash-table for the various time-
windows. We then assign the index value of the closest centroid trajectory to that frame for each
time-window.

4.4 Summary of Retrieval Process

Figure 12 depicts the end-to-end process of computing similarity measures of plays in our reposi-
tory against an input query. Given an input query (Figure 12(a)), we first compare its ball trajectory
against the centroids of every cluster (Figure 12(b)). In this case, cluster “cc” has the best match,
and acquire the 3-seconds plays from that cluster using a hash table lookup (Figure 12(c) and (d)).
Finally, we perform alignment and similarity matching between the query and the plays in the
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Fig. 13. Different input queries using the whole game-exemplars (Query (a) and (b)) and select only the
trajectories of interest (Query (c) and (d)).

cluster, and return a ranking of the most similar plays. In terms of time complexity, we describe it
as a function of the length n of query. The complexity of each step is listed below:

(1) The Euclidean distance calculation in the hashing process (Figure 12(b)) is linear to the
length of array O (n).

(2) The hash table lookup (Figure 12(c)) takes constant time.
(3) Fetching the candidates from database (Figure 12(d)) is linear to the length O (n). We as-

sume the number of candidates in each hash entry is similar.
(4) Aligning the query play is linear to the length O (n) since aligning each frame takes con-

stant time.
(5) The Euclidean distance calculation in the ranking process (Figure 12(e)) is linear to the

length O (n).

As each of these is (at most) linear in n, the whole system has a linear time complexity O (n).
Note that our approach can continuously run in the background and produce increasingly better

rankings of retrieved plays over time, e.g., by checking the next best cluster from Figure 12(b)
(although the top retrieved plays tend to be from the best cluster and so does not change). Figures 13
and 14 show some retrieval examples of using different inputs.

4.5 Drawing Query on Broadcasting Video

Instead of retrieving plays using trajectories from a top-down viewpoint. Most coaches/analysts
however, may prefer to see the actual video of the game instead of the tracking data. As such, it
maybe preferable for the user to draw on the broadcast view. As we are still dealing with trajecto-
ries, this is achievable. However, the challenge is projecting or transforming the drawn trajectory
on the broadcast view to the top-down viewpoint so comparisons can be made to our database. To
do this, we have to calibrate the broadcast camera view to the top-down view.

4.5.1 Broadcast Camera-View Calibration. Camera-calibration is a fundamental task in com-
puter vision. For our application, the calibration task can be defined as a homography problem.
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Fig. 14. Different input queries using user drawn plays.

As we can interpret the basketball court as a two-dimensional plane, this means that we need to
compute the homography matrix H or the warping functionW (p) in equationX = Hx =W (x ,p)
to project the position x on the floor of the court in the broadcast view to the top-down view X .
A popular approach of doing this is via a template-based matching approach [15]. The intuition
behind this approach is that we have a pre-defined template of a basketball court with the specific
location of all the court markings known. We then map the detected landmarks on the broadcast
view to the template. This method works quite well, but is susceptible when there are not enough
landmarks in a frame (due to motion blur or occlusion). Instead of using landmark points, another
method called pointless calibration [10], which uses all the edge gradients of a court to optimize
projection parameters. The drawback of this method is that it requires an reasonable initial guess
of parameters for optimization, it can be normally obtained from the previous frame, but if the
camera moves rapidly, the parameters obtained from the previous frame would no longer be a
good initial guess. Our calibration method combines both these two methods to obtain a robust
calibration for every frame.

4.5.2 Implementation. The first step of our approach uses the template-based matching which
is similar to [15] and [72]. In order to focus on the landmark matching on the court, we first need
to acquire a clean view of the court in different perspectives so that the matching process will
not affect by the moving objects. In our implementation, we collected 15 frames with different
perspectives and manually annotated the landmark points on them. With the landmarks, all those
frames can be projected to the real world coordinate, thus, every pixel on the court will have mul-
tiple values computed from different frames. Eventually, we acquire an relatively clean overhead
view of the court by averaging the value of each pixel on the court. With the overhead view, clean
views in original perspectives without players and audience can be generated as templates (see
Figure 15). Then, homography matrix H is computed by using scale-invariant feature transform
(SIFT) [46] and random sample consensus (RANSAC) [23] to match every frame to one of those
templates and find the correspondence H .

However, the first step cannot correctly calibrate every frame in the video because of the oc-
clusion or some edge blur in the generated overhead court image. A relative high threshold is
set for the first step, and for those frames that fail to be calibrated, pointless calibration [10] is
applied. One challenge of gradient-based image alignment is the narrow convergence of an edge
image. In order to overcome the problem, this method computes a gradient at location x by fitting
a plane to pixel intensities contained within a window centered at x . Thus, edges can have wider
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Fig. 15. Synthesize a clean overhead view through multiple frames and reconstruct court view in different
perspectives (logos have been blurred out).

convergence, which is called long range gradient. Using the long range gradient, non-zero image
difference can be computed between the projected location and the true location, which can be
used to compute Δp inW for parameter optimization. For every frame that does not successfully
calibrated by landmark, we use parameterH from the previous frame as the initial guess of current
frame.

4.5.3 Broadcast Drawing Examples. For each match, the court calibration process described in
the previous subsection needs to be conducted. This is because the broadcast camera view could be
in a different position or vantage point due to the different venue or the camera has been moved.
Once that is conducted, then the retrieval process described in Section 3 can be performed. In
Figure 16, we show some examples of the drawn queries on the broadcast view. If we look at the
first example, we show the user drawing on the broadcast view. Then, we show our transformation
of the drawn trajectories of the broadcast view to the top-down view. As you can see these look
like reasonable transformations. Given these transformed trajectories, we then show the retrieved
results. In the next two examples, we show different types of plays with similarly retrieved plays.
In practice, the user needs to stop the play at a specific frame, and then draw the trajectories on
top of that frame.

5 USER STUDY EXPERIMENTS

Since our trajectory-based retrieval system is designed to help users to quickly find similar plays
in a huge database, we validated our system via a user study on the end-to-end task of play re-
trieval. The goal of the user study was to compare the search quality of rankings generated by our
trajectory-based approach vs. conventional keyword-based queries.

5.1 Baseline

The baseline system that we compare against is a keyword-based retrieval system. Because the
variance associated with doing key-word search for such fine-grained and complex behaviors is
extremely large and subjective, a means of normalizing against such an issue was to get an expert
to adequately describe the play. In order to have the best key-word to describe the play, we asked
a basketball expert to provide the keywords (action + coarse location) for each retrieval task, so
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Fig. 16. Different input queries when drawing on broadcasting view. An additional step is required to project
the trajectories to the chalkboard.

that users with little prior knowledge do not need to select the keyword themselves. Granted
if the performance between key-word and chalkboarding was close, this would have been a big
concern in terms of the comparability of two systems. However, as the users clearly much preferred
using the chalkboard interface in the later section, we believe that our approach was adequate in
comparing the two methods.

5.2 Experiment Design

A number of plays were showed to the expert that annotated the baseline method, and we selected
eight retrieval tasks for our user study that are representative of basketball plays that are shown
in Figure 17. For the trajectory-based approach, the first four plays are provided as exemplar-
based queries which the users can use. For the remaining four queries, we only showed them the
exemplar figures with selected trajectories and asked the users to draw the queries on the interface
as a drawing-based query.
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Fig. 17. Depicting the eight test queries for our user study. These queries cover a wide range of plays in
competitive basketball.

Fig. 18. Depicting an interleaving of two rankings.

We evaluated the retrieval quality via an interleaved evaluation, where the top 30 results from
the trajectory-based and baseline systems combined via the Team-Draft Interleaving method [12]
into a single ranking (see Figure 18). The combined ranking is then embedded in the retrieval
window of our interface (pane B2 in Figure 1(b)), after which the user will scan the results top-
down and select the relevant plays.

This setup offers two benefits: (i) it is a blind paired test that can control for user- and task-
specific variability, which is often more reliable and sensitive than two-sample or A/B tests [12];
and (ii) by only presenting a single ranking, interleaving allows for evaluation to be conducted in
a natural usage context.

5.3 Procedure

We recruited 10 volunteers with a wide range of basketball knowledge to participate in our user
study. We first provided every volunteer with a 10 minute introduction to ensure they understood
basic basketball concepts. In particular, we used a ninth retrieval task as a demonstration for how to
recognize relevant plays. Every participant was allocated half an hour to perform all eight retrieval
tasks. After the initial demonstration, all felt comfortable issuing trajectory-based queries.

Participants used our trajectory-based query interface to retrieve each query and the result panel
showed interleaved results from both systems. They were asked to scan the results top-down and
highlight retrieved plays that they think are relevant to the input query. For most users, it took
about 10 minutes to acclimatize to the interface. After this time however, the average time it took
to determine play relevance was around 15 seconds.
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Table 2. Comparing the Mean Average Precision Aggregated Across All Users for Each Query

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Overall

Trajectory-Based 0.78 0.88 0.73 0.91 0.90 0.71 0.83 0.85 0.83

Keyword 0.06 0.17 0.24 0.09 0.06 0.13 0.03 0.18 0.12

Win / Lose 10 / 0 10 / 0 10 / 0 10 / 0 10 / 0 10 / 0 10 / 0 10 / 0 80 / 0

Note: Query 1–4 used exemplar-based queries in our system and 5–8 used drawing-based query. The “Win/Lose”

row shows the number of users for whom the trajectory-based approach achieved a higher average precision. We

see that our approach achieves orders-of-magnitude better retrieval quality.

5.4 Benchmark Results

Using the relevance judgments of the participants, we performed a benchmark comparison using
two standard retrieval evaluation metrics: average precision [48, 62, 77] and expected reciprocal
rank of the first result [13].

Let r j denote the rank of the jth relevant document, then the average precision of a ranking can
be defined as

AvgPrec =
1

#rel

∑

j

Prec@r j , (1)

where Prec@r j is the precision of the top r j items in the ranking (i.e., fraction of relevant results
in the top r j ). The expected reciprocal rank is defined as

ERR =
1

r1
, (2)

which is simply the inverse of the rank of the first relevant result. Average precision is more recall-
focused (i.e., places more emphasis on the rank location of all relevant results), whereas expected
reciprocal rank is more sensitive to initial search time to finding the first result. For our setting,
we computed both of the evaluation measures on the two virtual ranking functions embedded in
the interleaved ranking, and over the pooling of both top-30 results (i.e., pooling based retrieval
evaluation [48]).

Table 2 shows the results for average precision. The top two rows of the tables show the mean
average precision aggregated across all 10 users for each system. Recall that the first four retrieval
tasks performed were using exemplar-based queries and the second four were using drawing-based
queries. In both settings, our trajectory-based system substantially outperformed the baseline sys-
tem. It should be noted that the difference in retrieval quality is very large for all queries.

The “Win/Lose” row in Table 2 shows the breakdown of how many individual users experienced
higher average precision using our trajectory-based approach compared to the baseline system.
We see that our proposed approach wins for every user on every retrieval task. Table 3 shows the
results for expected reciprocal rank, and is structurally analogous to Table 2. We again see that
our trajectory-based approach achieves significantly better performance compared to the baseline
approach.

5.5 Subjective Evaluation

We also conducted two subjective evaluations. In the first evaluation, we showed participants both
the keyword-based interface (i.e., Figure 1(a)) and the Chalkboard interface and asked them which
interface they prefer to use for each retrieval task. All participants had previous experience with
keyword-based search interfaces and naturally understood how to use our keyword-based inter-
face. Table 4 shows the results. For most retrieval tasks, the participants unanimously preferred
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Table 3. Comparing the Expected Reciprocal Rank of the First Relevant Result
Across All Users for Each Query

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Overall

Trajectory-Based 0.83 0.85 0.63 1 0.95 0.82 0.95 0.90 0.86

Keyword 0.03 0.06 0.14 0.04 0.03 0.11 0.02 0.14 0.08

Win / Lose 10 / 0 10 / 0 10 / 0 10 / 0 10 / 0 10 / 0 10 / 0 10 / 0 80 / 0

Note: Comparing the average expected reciprocal rank aggregated across all users for each query. Query 1–4 used

exemplar-based queries in our system and 5–8 used drawing-based query. The “Win/Lose” row shows the number of

users for whom the trajectory-based method found a relevant result earlier in the ranking. We see that our proposed

approach achieves orders-of-magnitude better retrieval quality.

Table 4. Showing Users’ Reported Interface Preference for Each Query

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Overall

Trajectory-Based 10 9 7 10 10 9 10 8 73

Keyword 0 1 3 0 0 1 0 2 7

Note: We see that users overwhelmingly preferred our trajectory-based approach over the

baseline system.

Fig. 19. Showing results of our subjective survey. We see that users largely preferred the trajectory-based
system and found it easy and enjoyable to use.

using the trajectory-based retrieval system over the baseline system. Only for queries 2, 3, 6, and
8, some users still like to use the search bar because those plays were easy to describe.

We finally asked the participants to answer a short survey regarding their user experience, and
the results are shown in Figure 19. All participants agreed that our system was more enjoyable to
use because it had more functions as well as being more intuitive. In terms of effectiveness, two
users with rich basketball knowledge thought the two systems were similar because they did not
think using terminology to describe a play is more complex than drawing. But for other users,
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instead of using domain knowledge to describe a play, drawing a play was definitely easier to find
what they want. Seven participants thought the trajectory-based system was more helpful for play
retrieval, while the remaining three were neutral.

In our open-ended discussions about the system after the user study, the main criticism raised by
the three participants who did not find our proposed trajectory-based retrieval method more help-
ful is that it is sometimes also important to acquire all the plays of one category. One suggestion
was to have a hybrid system, where the user could use both the key-word and the trajectory-based
approach for their input query. Another criticism was that the user had to assign a role to each
player, which some felt was unnecessarily complicated.

5.6 Discussion of System Performance and Limitations

Both the benchmark results and the subjective evaluation show a significant performance gap
between baseline and our method. This is an important issue and highlights the inadequacies of
query methods available for fine-grain behaviors such as tracking data in sports. As the domain is
so complex, and the data is extremely fine-grain, key-words are grossly inadequate for searching
such data/behavior. Using a visual yet interpretable query language such as ours presented, gets
closer to what the user is actually wanting to retrieve (i.e., a picture tells a thousand words).
The current keyword-based search engine for sports play is basically a categorization system, it
divides the plays into a number of groups based on their tags. For example, if we used the keyword
“3-point shot, left wing,” it would only return all the plays that contain a 3-point shot made at
left wing, but ignore players’ movement before and after the shot. Technically, keyword-based
system is not designed for fine-grained play retrieval and that is the reason why it performs
much worse than our method. However, some plays can be easily described with text. An good
example is the Query 3 in our user study, which can be described explicitly as a swing pass. By
using this keyword, the baseline method can also give reasonable result, which somehow reduces
the average precision of our method.

In a sense, our approach can be thought of as the simplest approach that can support effective
sports play retrieval, and motivates many directions for future work. For instance, we can incor-
porate more sophisticated categorization techniques in order to further refine our query language
(i.e., further combine the query/retrieval and directory/taxonomy paradigms). From an interface
design standpoint, one obvious area for improvement is spatial manipulation of existing or pre-
drawn trajectories (i.e., slightly translating or rotating an existing trajectory).

There are other important information access tasks beyond retrieval, most notably including
summarization and personalized curation [14, 64]. A typical interface for the summarization set-
ting is to construct clusters of results and describe the relationships between clusters. Chalk-
boarding can also be used to improve categorization systems by creating exemplars for clustering
purposes.

From a system design standpoint, it would be highly beneficial to further improve retrieval
speeds. For instance, many applications designed on top of web search require issuing multiple
search queries, which is impractical given our current system. It is possible that using a hierarchical
hashing/indexing technique and/or coresets [22, 30] can substantially improve retrieval speed.

From a relevance estimation standpoint, our choice of distance measures can be improved. For
instance, one of the early breakthroughs in conventional information retrieval is the concept of
“inverse document frequency” [62], which essentially states that tokens that appear in many doc-
uments in the corpus (e.g., stopwords such as “the”) are not as indicative of relevance more rare
words. It would be interesting to incorporate this concept into our trajectory distance measures.
More generally, one can consider applying machine learning to develop even more accurate mea-
sures given appropriate training data [9, 77].
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Another interesting direction is to incorporate more spatial regularities into the query process-
ing. For example, understanding spatial equivalence classes [50, 78] can enable the retrieval system
to understand that the left corner 3-point shot is (almost) equivalent to the right corner 3-point
shot, which can further improve the accuracy of the system.

6 INTERACTIVE ANALYTICS

In the previous two sections, we have showcased an interactive method of using an exemplar play—
whether that be an actual play, augmented play or drawn play represented by the raw trajectories—
and using as an input query to answer the specific question, find me all the plays like that? Given
that we can do that using our method, this this opens up a plethora of other potential questions
the user can ask. In this section, we show how we can use an exemplar play to answer a specific
analytic questions such as, what is the likelihood a player will score in that situation?, what if I switch

that player with another player?, and/or how successful is that team running that play? We call this
“interactive analytics” and we showcase how we can do that for both player and team analysis.

6.1 Interactive Player Analytics

Apart from play retrieval, estimating the likelihood that a player will make a basket in a specific
situation would be useful for experts, this likelihood is called expected point value (ExP) in pro-
fessional sports analytics. ExP is a value between 0 and 1 that measures the likelihood of making a
shot and it is influenced by many factors such as shooter’s location, defender’s location, and so on.
Although there are some methods [11] that can compute ExP for domain experts, the existing solu-
tion requires programming skills to use those tools, whereas by using our interface, users can easily
view the ExP in a more visual way. In addition, they can specify a situation by simply dragging and
clicking on the interface so that the outcome difference between two situations can be observed.

6.1.1 Model Learning. In order to enable shooting analysis, an accurate and efficient model of
ExP prediction is required. To do so, we grouped shots into eight classes based on locations, recent
actions (e.g., dribble vs. pass vs. offensive rebound), and possession-states (transition vs. half-court
set). Grouping shots in this manner enables us to linearize the data, and then fit a model to the shots
in each class. Creating classes of shots could be achieved through a variety of unsupervised tech-
niques, but here we elect to group shots into eight classes by leveraging domain-knowledge.

At the highest level, we first divide shots into those taken in-transition (i.e., on a fast break) and
those taken in the half-court set. A shot is classified as in-transition if it occurs within the first
6 seconds of possession and either the ball or the fastest offensive player is traveling down-court
at greater than 11ft/second. Transition shots can further be classified as at-the-rim (i.e., within 10ft
of the basket) or not. Shots taken in the half-court set are broken into 2-point vs. 3-point shots.
Three-point shots are classified as either catch-and-shoot or normal shot. A catch-and-shoot shot
is defined as one during which the player shot the ball without dribbling and within 2 seconds
of receiving a pass. Two-point shots are separated as drives, points-in-the-paint, catch-and-shoot
and normal shot. Points-in-the-paint are classified as either put-backs (occurring in the paint after
an offensive-rebound) or other.

We treat ExP as a conditional expectation:

ExP = P (points|ϕ (S)), (3)

where S is the spatial locations of all players in the given frame and ϕ (S) is a set of high-level
features that are computed from the input frame. ϕ () crafts a myriad of global features for each
player:

ϕ (S ) =
(
. . . ,xm ,ym ,vm ,dm

hoop ,d
m
def ,θ

m
hoop ,θ

m
def ,p

m , . . .
)
, (4)
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Fig. 20. Personal histograms of two players. Each bin represents a particular play cluster. Roughly speaking,
bin 1–5 contain the plays near the basket, whereas 6–9 contains the plays that are far from the basket. The
left one is a player who focuses on 2-point shot, whereas the right one is a well-rounded player.

where xm , ym are the location playerm on the court, v is the velocity, dhoop is the distance to the
hoop, ddef is the distance to the closest defender, θhoop is the angle relative to the hoop, θdef is the
angle to the closest defender, and p is the overall average basket probability at this location. Every
shot example is assigned into its appropriate class as described above. The same set of features are
crafted for each shot-class and the ExP ground truth of each example is 0 when it is a miss and 1
if it is a goal. A logistic regressor is fit for each of the eight shot classes.

The model we have trained is a set of global models that predicts what the average player would
do in each situation. However, due to the various attributes (both physical and skill/talent wise),
there will be a great difference in the execution rate. As we will never have enough data to model
all the specific interactions (i.e., player location, other players on the court and their positions and
motions), we need to do some type of latent factor modeling/collaborative filtering. In our Chalk-
boarding, we have aligned the multi-agent trajectory data and learned a hash table to partition the
whole database. The hash table can be thought as a playbook that contains all kinds of play styles,
which we can used to achieve personalization in ExP prediction.

In our implementation, we use some high-level nodes (around 10) that are only learned from
shots in our hash-table as a latent factor H . H contains the normalized frequency count of how
often a player participates in each play style and their execution rate. By concatenating ϕ () and
H , Equation (3) can be re-written as

ExP = P (points|ϕ (S),H ). (5)

Figure 20 shows the histogram of two players, where player (a) normally makes 2-point shot (cen-
ter) while player (b) is a well-rounded shooter (shooting guard). Bins 0–9 represent 10 different
clusters of plays, after manually inspecting the plays in each cluster, we found out that bins 1–5
contain the plays near the basket, whereas bins 6–9 contain the plays that are far from the basket.
Please note that each bin among 6–9 contains both 2-point shots and 3-point shots, so 2-point
shots and 3-point shots are not separated in those bins.

6.1.2 Interaction Procedure. Even though logistic regression is a very efficient learning algo-
rithm, some information still needs to be computed and stored in advance to ensure interactive
feedback. For all the shots in our database, their ExPs can be pre-computed and stored at each
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Fig. 21. (a) and (b) are two analytic examples. The first row is the original basket probability of a player in a
particular scenario. The second row shows how its probability change when we drag the player to a better
position. The third row shows how the probability increase when we move the closest defender away. The
last row shows probability change when we swap player’s identity.

Table 5. Basket Prediction Evaluation by Using Two Metrics

RSME Log loss

Global feature 0.51 0.67

Global feature + personal histogram 0.45 0.61

Note: Using the personalized histogram slightly improves the performance.

frame so that the interface can display the ExP for any existing game without any computation
using the models. However, in order to have fast response for those shots that are modified by
users, the histograms of all the players need to be pre-computed and stored as well. A new player
table is created to store the players’ information.

Figure 21 summarizes the procedure of computing the ExP for a situation. In this example, the
input situation is that Jordan is making a 2-point shot close to the free-throw line. Given this input,
we first find its shot type based on the spatial information. Since the input is a modified version
of an exemplar, the velocity and the actions in its original play are also considered in shot type
classification. But if the input frame was drawn by the user, we would assume they are normal shots
because the velocity and the previous actions are unknown. In Figure 21, this shot is classified to
type 6. Meanwhile, we find the personal histogram of Jordan from the player table in our database.
After combining the spatial feature ϕ () and the personal histogram, it is fed into the model that
is associated to shot type 6. At last, the model returns the ExP for this situation. Every time when
users drag a player or change the identity of a player. this process will repeat to update the ExP
value on the interface.

6.1.3 Prediction Evaluation. In order to compare the ExP prediction accuracy with and without
personalization using our hash table, we conducted a quantitative experiment with a shot dataset.
There are totally 200,000 shots in our dataset (46% are basket and the rest of them are miss), after
assigning each shot to a class, each class has over 20,000 examples. In each class, 80% of examples
are used for training and the rest 30% are used for testing. For each sample, our system can output
a probability of basket. We compute the root mean square error (RMSE) and log loss averaged
across all the classes to evaluate the prediction. The prediction performance is shown in Table 5.

It can be found that personal histogram can somehow improve the result but not very significant
in this case. This is caused by the simplified hash table we learned for personalization. Due to the
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Fig. 22. The summary of player analytics procedure. Given a shooting situation (a), we first classify the shot
type by using the spatial information, at meanwhile, we search the personal histogram of the target player
in our database (b), after spatial features are computed, the corresponding model is used to predict the ExP
(c). At last, the value is displayed on the interface (d).

limited data, this small hash table is very coarse, which cannot provide enough information for
sufficient semantics, but we can still see the evident improve after adding the personalized factors.

Figure 22 shows some examples on how it can be utilized. In Figure 22(a-top row), we show a
specific example where Waiters is closely guarded near the basket. Based on historical data, he is
likely to make 57% of the shots in that situation. However, if we move him a slightly better position,
his probability increase up to 77% (Figure 22(a-2nd row)). If we move the defender further, his
probability again increases to 80% (Figure 22(a-3rd row)). Now if we were to replace Waiters with
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Fig. 23. The team analytics based on our retrieval results. (a) and (b) shows two different queries. (a) is a
“swing pass” ends up with a shot around 3-point-line and (b) is a common inside play. The tables below show
how many times they were performed by two teams, the frequency they occurred in each game and each
quarter and the overall success rate.

Varejeo, we can see that Varejeo is 90% likely to make that shot in that situation—10% more than
Waiters (Figure 22(a-4th row)). We show an example in Figure 22(b) with a similar functionality.

6.2 Interactive Team Analytics

In addition to player analytics, team-based analytics also becomes achievable with the retrieval
system we have built. The current interactive framework allows users to ask the question “how
often does this team perform this play and is it effective?” Figure 23 shows examples given two dif-
ferent input queries. In Figure 23(a), a drawn play is shown that depicts a “swing pass,” which ends
up with a jump-shot in the right-hand wing. By using the searching system, instead of returning
the most similar play, we can use all the candidates in the database to summarize the frequency
and the effectiveness of the input play for a specific team. The table underneath the input query
shows that New York had a higher frequency of performing such play (61 times in the season),
while Cleveland utilized the play less, they had a higher success rate (48% vs. 34%). For the New
York, they were more likely to perform the play in the fourth quarter.

Figure 23(b) shows another drawn play where a ball is quickly passed to a player cutting to-
ward the left-hand-side of the rim. This seems to be a very frequent play, and we show that both
Milwaukee and Dallas utilize it around 15 times per game with similar success rate. Even though
we only showed two plays here, this type of analytics can be applied to any input play (drawn
or exemplar). Additionally, it would be useful to see which players are effective in these types of
situations. To do this, we have to personalize the analysis that we show in the next section.
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6.3 Discussion of Limitations of Interactive Analytics

The player and team analytics discussed above shows some new interactions that we can build
on top of our interface. Since visualized trajectories have replaced the keywords or tags in the
interaction procedure, users are able to ask specific questions and receive interactive feedback.
Apart from new interaction methods, the technical contribution of alignment and hashing can
also be used to build other functionalities.

However, there is still some limitations in the player interactive analytics. The current interface
for player analytics (see Figure 3) only allows user to manipulate the spatial locations of players
at the shooting frame, but not the actions or velocity that are very important in modeling the ExP.
Since we have grouped the shots into eight classes for better performance, some complementary
input formats should be added so that users can make more specific query with detailed infor-
mation that leads to this shot. From the technical perspective, the ExP prediction accuracy can be
further improved if more sophisticated learning method and better latent vector are used. As we
are focusing on the human–machine interaction in this work, those issues beyond the scope of
this article and will not be discussed here.

On the other hand, the current interaction is still passive as users can only get feedback by
providing certain situations or the player of interest. Some tasks like player recommendation and
style recommendation should be able to perform automatically, which could further simplified the
interaction process and boost the efficiency. For example, given a shooting situation, instead of
letting users to find an ideal formation or player by manually changing the identity and location
of the shooter, the system should be able to recommend the best spatial formation for the current
shooter, or the best shooter for the current formation. Further, both team analytics and player an-
alytics can be combined to improve the interaction experience. After a team is selected, its most
frequent used strategies and the best player deployment for each strategies can be showed simul-
taneously. In order to achieve such simplified interaction, we need to build a much more complex
backend framework that is left for our future work.

7 CONCLUSION

In this article, we have presented an interactive retrieval and analytics interface that enables a user
to ask specific questions and received specific answers. The key component of this work is the
formulation of a new query format that can naturally capture complex semantics of multi-agent
trajectories for sports play retrieval. We have also presented a retrieval system tailored toward
efficient and accurate sports play retrieval. Our full-stack system can achieve accurate retrieval at
interactive speeds, and we demonstrate its effectiveness in a retrieval user study where our ap-
proach achieves orders-of-magnitude improvement in retrieval effectiveness over baseline meth-
ods. Beyond sports domains, query formats such as the one presented here could be applied to
a wide range of spatiotemporal retrieval settings. Perhaps the most natural data domain is other
types of behavioral tracking data, such as animal behavior.
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