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Today: Three Recent Applications

Lasso Cancer Detection Personalization via twitter
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Slide material borrowed from Rob Tibshirani, Khalid El-Arini, and Julian McAuley

Image Sources: http://www.pnas.org/content/111/7/2436
https://dl.acm.org/citation.cfm?id=2487596
http://www.cs.cornell.edu/~andreas/iccv15.pdf



http://www.pnas.org/content/111/7/2436
https://dl.acm.org/citation.cfm?id=2487596
http://www.cs.cornell.edu/~andreas/iccv15.pdf

Lasso Cancer Detection

m/z 788.5
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“Molecular assessment of surgical-resection margins

of gastric cancer by mass-spectrometric imaging”
Proceedings of the National Academy of Sciences (2014)

Livia S. Eberlin, Robert Tibshirani, Jialing Zhang, Teri Longacre, Gerald Berry,
David B. Bingham, Jeffrey Norton, Richard N. Zare, and George A. Poultsides

http://www.pnas.org/content/111/7/2436
http://statweb.stanford.edu/~tibs/ftp/canc.pdf

Bt prt Gastric (Stomach) Cancer

1. Surgeon removes tissue

/
Left in patient

Cancer ‘
Normal margin

swomal () 3. If no margin, GOTO Step 1.

Epithelial ‘

Image Source: http://statweb.stanford.edu/~tibs/ftp/canc.pdf

2. Pathologist examines tissue
\ — Under microscope



Drawbacks

* Expensive: requires a pathologist
* Slow: examination can take up to an hour
* Unreliable: 20%-30% can’t predict on the spot

Bt pa Gastric (Stomach) Cancer

1. Surgeon removes tissue

/
Left in patient . . .
’ 2. Pathologist examines tissue
Cancer ‘ \ — Under microscope
Normal margin
sworst (@) 3. If no margin, GOTO Step 1.
Epithelial ‘

Image Source: http://statweb.stanford.edu/~tibs/ftp/canc.pdf



Machine Learning to the Rescue!
(actually just statistics)

* Lasso originated from statistics community.

— But we machine learners love it!
N

Basic Lasso: argmin)t‘w‘+2(yi,f(x | w,b))
w.b i=1
* Train a model to predict cancerous regions!
— Y= {CIEIS}
— What is X?
— What is loss function?



Mass Spectrometry Imaging

* DESI-MSI (Desorption Electrospray lonization)

Atmospharic inlet of

Solvent —-'u"— 1 Mass spectrometer
. s — \ |
N;s
A

len transfer line

%, Nebulizer capillary

—
Dasorbed 4
ions

Freely moving
sample stage in air

e Effectively runs in real-time (used to generate x)

http://en.wikipedia.org/wiki/Desorption_electrospray_ionization

Image Source: http://statweb.stanford.edu/~tibs/ftp/canc.pdf



Cancer

Epithelial

Stromal

Spectrum for each pixel

INAN

Spectrum sampled at 11,000 m/z values

Image Source: http://statweb.stanford.edu/~tibs/ftp/canc.pdf

Each pixel is data point

X via spectroscopy
y via cell-type label
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Spectrum sampled at 11,000 m/z values

Image Source: http://statweb.stanford.edu/~tibs/ftp/canc.pdf




Recap: Multiclass Logistic Regression

Binary LR:

“Log Linear” Property:

Extension to Multiclass:

Multiclass LR:

yE{—1,+l}

ey(wa—b)
P(y I A W,b) - y(wa—b) —y(wa—b)
e +ée
P(ylx,w,b)x ey(w )
P(y=klx,w,b)x e
ewzx—bk
P(y=klx,w,b)= ——
e mm

Referred to as Multinomial Log-Likelihood by Tibshirani

http://statweb.stanford.edu/~tibs/ftp/canc.pdf

(Wy,b,y) = (-w y,-b )

Keep a (wy,b)
for each class
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Lasso Multiclass Logistic Regression

argmin)t‘w‘ + E—ln P(y, | x,,w,b)
w.,b ;

|W|=E|Wk|=zz|wkd|
k k d

* Probabilistic model
e Sparse weights

W =

xER”
yE{l,Z ..... K}
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Back to the Problem

* Image Tissue Samples

* Each pixel is an x

— 11K features via Mass Spec
— Computable in real time

— 1 prediction per pixel

* yvia lab results

— ~2 weeks turn-around

m/z 885.5

Visualization of all
pixels for one feature

L K

Spectrum sampled at 11,000 m/z values



Learn a Predictive Model

* Training set: 28 tissue samples from 14 patients

— Cross validation to select A

e Test set: 21 tissue samples from 9 patients

in
: marg!
* Test Performance: 20 ety
n
Predicted /\ P

Pathology @ Cancer Epithelium Stroma Don’t know Agreement, % Overall agreement, %
Cancer 5,809 114 2 230 97.0 97.2
Epithelium 134 3,566 118 122 96.8
Stroma 25 82 2,630 143 96.1

Cancer Normal Agreement, %  Overall agreement, %
Cancer 5,809 116 230 97.0 98.4

Normal 159 6,396 265 99.7




Weights on m/z

1.9 1

epithelium
— cancer
. — stroma
0.0 4 ||Ii||\|| ‘I:\ |]1|J|-r|l ' .|.||I T | |L .JI-L .l ||..|.| I:
-1,5‘ . T T 1
200 400 600 800 1000 1200

* Lasso yields sparse weights! (Manual Inspection Feasible!)
 Many correlated features

— Lasso tends to focus on one

A DESI-MS lon images B  Lasso Prediction C Pathological Diagnosis

Normal Epithelivm
& Normal Sfroma

m/z 333.5 ! m/z 788.5 ® Cancer

http://cshprotocols.cshlp.org/content/2008/5/pdb.prot4986
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Recap: Cancer Detection

A DESI-MS lon images B  Lasso Prediction C Pathological Diagnosis
m/z 333.5 ' m/z 788.5 " = Cancer
] il

Normal Epithelium

® Normal Stroma i
il . -i'r..:?:; -'.._. =.:' :-".“-"'._I
J P = cn 3 | e
B v . i f :
o AR ST ORL
Ao 'y . o,
Al N I T 1
AT &> g 2mm 40 Y ]
X S peindt = Lo S0 i~ 4

e Seems Awesome! What's the catch?
— Small sample size
* Tested on 9 patients

— Machine Learning only part of the solution
* Need infrastructure investment, etc.
* Analyze the scientific legitimacy

— Social/Political/Legal

* If there is mis-prediction, who is at fault?




Personalization via twitter
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“Representing Documents Through Their Readers”

Proceedings of the ACM Conference on Knowledge Discovery and
Data Mining (2013)

Khalid EI-Arini, Min Xu, Emily Fox, Carlos Guestrin
https://dl.acm.org/citation.cfm?id=2487596

The {Uuﬁhin@mm Post THE HUFFINGTON POST

Che New Aork Times FOX
guardian [T % Slate

FINANCIAL TIMES B[AST @ T:

overloaded by news

> 1 million news articles & blog posts generated every hour*

* [www.spinn3r.com]
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News Recommendation Engine

(IR NIl

user

Vector representation:
* Bag of words

* LDA topics

e etc.

corpus



News Recommendation Engine

1
1
i |
1
1
1
1
1
1
1
V

]
|
:

I
’
1|

user

I
aim
i

Vector representation:
* Bag of words
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News Recommendation Engine
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Vector representation:
* Bag of words

* LDA topics
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Challenge

Most common representations don’t  — E
naturally line up with user interests =

Fine-grained representations (bag of words) too specific

target tahban homb
. . ° wglgpce capture
Haqgqani network is considered most ggg F ﬁg’;.’:'"t'mlgfgtﬁ;,ﬂshtﬁp?ery
ruthless branch of Afghan insurgency | ‘o L) i indluding
. C . claimspakistan embassy msurgents
Group that started as part of anti-Soviet jihad has moved into lade attack o consider networks

. . C e . . . fear government
mafia-like violence, intimidation and extortion qqanl

High-level topics (e.g., from a topic model)
- too fuzzy and/or vague
- can be inconsistent over time

21



Goal

Improve recommendation
performance through a
more natural document

representation



An Opportunity: News is Now Social

* In 2012, Guardian announced more readers
visit site via Facebook than via Google search

Othel' AgeHCieS ClamOI' fOI‘ Data N-S-A. CompileS Log in to see what your friends are sharing onLog In With Facebook

nytimes.com. Privacy Policy | What's This?
By ERIC LICHTBLAU and =
Published: August 3, 2013 [lI’d 238 Comments

WASHINGTON — The National Security Agency’s dominant role as FACEBOOK
the nation’s spy warehouse has spurred frequent tensions and turf W TWITTER
fights with other federal intelligence agencies that want to use its
surveillance tools for their own investigations, officials say.

What's Popular Now [Ej

Cory Booker for ~ Michael Ansara,

Senator Actor Who Played u
Cochise and
Kang, Diesatg1r ™

Advertise on NYTimes.com

¥4 coOoGLE+

£ save

Agencies working to curb drug B E-MAIL
Connect With trafficking, cyberattacks, money
Us on Twitter ’ ’

Follow laundering, counterfeiting and even
@NYINational for copyright infringement complain that

SHARE

& PRINT L

breaking news and . . . !
headlines. their attempts to exploit the security l§ E siNcLe Pace ¥y [

Twitter List: Reporters and Editors [lagency’s vast resources have often @ REPRINTS ‘ ' |

heen tnirned donwn hercance their nuwn

A
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Substandard Nerd

substandardnerd

Gig Going, Festival Attending, Music Loving, Linux Fettling, Perl
Hacking, Cycling, Vegan b d
The Gdansk of Oxfordshire \/ a ges
https://www.youtube.com/user/apusskidu/featured

Substandard Nerd @substandardnerd 13 Jan
% Stevie Nicks: the return of Fleetwood Mac

guardian.co.uk/music/2013/jan...
(3 View summary

24



Approach

Learn a document representation based on
how readers publicly describe themselves

25



Substandard Nerd

substandardnerd

Gig Going, Festival Attending, Musie Loving, Linux Fettling, Perl
Hacking, Cycling, Vegan

The Gdansk of Oxfordshire
https://www.youtube.com/user/apusskidu/featured

Substandard Nerd @substandardnerd 13 Jan
y Stevie Nicks: the return of Fleetwood Mac
‘l

guardian.co.uk Cul ==
ture Stevie Nicks
(3 View summary -m e

Stevie Nicks: the return of Fleetwood
Mac

Stevie Nicks's tumultuous life as a rock queen led her to
addiction, heartbreak and "insanity". As Fleetwood Mac reunite,
she tells Caspar Llewellyn Smith why she's going back for mgre



Using many tweets, can we learn
that someone who identifies with

via profile badges — muSiC
reads articles with these words:

CCCCC

soind  vma
Bjckrecord ds ngIeS 0 n
ddddd
track kanye gaga ’
Ib o perforrmg}:le N SII'I er
dloum- USIC” '

llllll



Given: training set of tweeted news articles from

a specific period of time [ 3 million articles ‘

1. Learn a badge dictionary from training set

music
n ™ I Dknrecor(\imlel ingle Son
© u I b ddthéck kanye gaga
B B performance a smger
> - HI bum USIC
Jd - SAERAEREE T i artist
badges

2. Use badge dictionary to encode new articles

ruthless branch of Afghaninsurgency | N - O . = o -

Group that started as part of anti-Soviet jihad has moved into

guard,andworced Ej's?b!ed
mafia-like violence, intimidation and extortion adultp IS

islam security
Haqqani network is consid.ered most ‘ afgh an ISt

28



Advantages

* Interpretable
— Clear labels
— Correspond to user interests

* Higher-level than words

E
taliban_bomb

Foup==iasi... i, f h islam ® o Security
ghenh rﬂ?ﬁ?éstgﬁngbeheve S mcludmg ‘ a g an|St

= Operations 1y o e an e recent
daim paklstal? embazsy msurgents e guard,andlvorced
g attack s consider ety orks

agean adultPPd

dlsabled

nnnnnnnnnnnnnn

akistan

29



Advantages

Interpretable
— Clear labels
— Correspond to user interests

Highe| Hagqani network is considered most

ruthless branch of Afghan insurgency

Group that started as part of anti-Soviet jihad has moved into
mafia-like violence, intimidation and extortion

ong
tgttalba bomb

r o . islam =
%iﬁ%ﬂ%ﬁfgﬁgﬂbeh:ve :vdrguilcludmg ‘ afghanISt

o paklstar?p:rﬁé%';y msurgents uuuuuuu

eargoggggg«ﬁnﬂdernetwor . guardlandworﬁk S .n‘l!nsafz?a'ed
dqqan adult]d

ecurity

30



Advantages

* Interpretable
— Clear labels
— Correspond to user interests

* Higher-level than words
 Semantically consistent over time

politics

31



Given: training set of tweeted news articles from

a specific period of time | 3 million article: J

1. Learn a badge dictionary from training set

music

Bgﬂnrecor(‘ilrgga single SO n

track kanye gaga
= smger

albtim Music”

2. Use badge dictionary to encode new articles

Haqqani network is consi@ered most ‘ af gh élﬁ iS t

security

ruthless branch of Afghan insurgency

Group that started as part of anti-Soviet jihad has moved into

guard,andworced g's?b!ed
mafia-like violence, intimidation and extortion adu|tp IS

32




Dictionary Learning

5 = { Zl’yl)}jvl

|dentifies badges / \ Bag-of-words

* Training data

in Twitter profile

representation of

of tweeter document
Calture
Culture ) Music ) album .
Stevie Nicks: the return of Fleetwood Fleetwood Mac o
\
Mac love @’b\
Stevie Nicks's tumultuous life as a rock queen led her to SO‘
addiction, heartbreak and "insanity". As Fleetwood Mac reunite, NiCkS
she tells Caspar Llewellyn Smith why she's going back for more
[
Substandard Nerd &l8
substandardnerd music
Gig Going, Festival Attending, Musie Loving, Linux Fettling, Perl
Hacking, Cycling, Vegan CyCI | ng
The Gdansk of Oxfordshire ||n ux
https://www.youtube.com/user/apusskidu/featured

33



Dictionary Learning

N

S = {(Zi’yi)}i=1

|dentifies badges / \ Bag-of-words
in Twitter profile representation of

of tweeter document

Training Objective:
argmin)L B|+ A, ‘W‘

o D a“ H 14
|ct ionar Hagqani network is considered most E 1] cod in
y ruthless branch of Afghan insurgency g
Gro pthltand s part ftS IJhdh s moved into
mUSlC mafia-like violence, intimidation and extortio

andors afghafiistai
albi"i”r“’”r”i“mu5m;c” E =) gharnistan

badges

words

ad:j]:paklstan

badges articles

34



2

argmm)L B|+ 4, ‘W‘

“ D | ct iona ry Hagqani network is considered most “ E 1] COd i 1] g”
ruthless branch of Afghan 1nsurgency
oup tha tst ned as p‘aqofgn etjihad h
mUSlC f -like violen ntimidation and extortion

security

uuuuuuuuuuuuu < Bandiore afghahistai’
aIbum Music: ) iakistan

words
badges

nnnnnnnnnnn

badges articles

Not convex! (because of BW term)

Convex if only optimize B or W (but not both) | "Mtialize:
/ 2
Alternating Optimization (between B and W)
/ gig
How to initialize? Use: § = {(Z,-,y,-)}%v Z Hmusic
= Ic_ycling
INUX

35



2

yi_BVVi

N
argmin A, |B|+ A, [W|+ E‘
B.W i=1

* Suppose Badge s often co-occurs with Badge t

— B, & B, are correlated

* From perspective of W, B’s are features.

— Lasso tends to focus on one correlated feature

* Graph Guided Fused Lasso:

N
argmin A, |B| + A, |W| + )LGE E
B.W i=l (5,0)€E(G)
\_'_l

Graph G of related Badges Co-occurance Rate
On Twitter Profiles

2

N
W, [W, =W, [+ Y|y, - BW,
i=1



N
argmin 2,|Bl+ 2, W]+ 3y, BW]]

* Suppose Badge s often co-occurs with Badge t

— B, & B, are correlated

From perspective of W, B’s are features.

— Lasso tends to focus on one correlated feature

» GrapHSubstandard Nerd

substandardnerd
argmin Gig Going, Festival Attending, Musie Loving, Linux Fettling, Perl
B.W Hacking, Cycling, Vegan

The Gdansk of Oxfordshire

https://www.youtube. Com/user/apussklau7Teatured

Many articles might be about Gig, Festlval & Music smﬁ)ﬂtﬁwﬂrbelsll?roflles

37



Encoding New Articles

* Badge Dictionary B is already learned

* Given a new document j with word vector y;
— Learn Badge Encoding W;:

2
- BW|

argmm)LW‘W ‘+)L z ‘

(s,1)eG

38



Recap: Badge Dictionary Learning

1. Learn a badge dictionary from training set

music
Bck record d“*" tgl S 0 n
mmmmmmmmm track kanye gaga
%"“V B singer

album’ mu SIc"

words

badges

2. Use badge dictionary to encode new articles

islam = ¢ security

Haqqani network is consid.ered most ‘ af an ISt
dlsabled
guar

ruthless branch of Afghan insurgency e :
d nnnnnnnnnnnnnnnn

Group that started as part of anti-Soviet jihad has moved into
mafia-like violence, intimidation and extortion adU|tp IS an
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Examining B

music

I:) mniEEI

stage billhoard
performance _sound mtv a festival
smger marock S 0 n gtrack

a|bum““§*‘“rﬁu5|c
SOCcer

arsenalmatch eng|andmanagemle]ntet

manchester pagrid chelsea
ggﬁkgéa?coac CIUb pslgnaty s'e e'r‘n%utes
riker 00 a Score

play cup game:x %

IlverpooII Champ|0n5

goa teamsaccer e ague

win yang midfielder
united

Biden

September 2012

olitical ta attaéiln(" mmmmmmmmmmmmmmmmmm
amerlcan?m:;m:. percentpresmentlal Nivid PTBSIdent“"}e),"g“ﬁ po "elecmn
""" b policy
republican w2 mitt vo 00adma
democratic
clegg

polltlcal london SErVICe

ubllc

0 ryb itain m

policy m|n|5ter nhS 0!‘]‘" Ibandhb
u mOhCBbenpe?E:mltChe I

governmentm

conservatlve s"gﬂﬂ%’i Cam e rO n tax

secretary coaltion Jeabled council

children

election office

healthWorkers ez shapps
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Badges Over Time

music

artist single

stage b dblllboard
performance _sound mtv a festival
smger marock S 0 n gtrack

album mugic

September 2012

Biden

t care ratondl

. political e%entattac mmmmmmmm pmy celwnumy comention "

american oseos P presidental 22 president ryan POl ecion
te

senate ob op CaBnpalgr!nhcy

republican w2 mitt vote

democratic

concert

sound vma
I rock recordsze IsmgIeS 0 n
 west debut

doveload message track kanye gaga

|b murperformance - singer
S C
a billboard artlst

September 2010

P
house hankw ing
fgoq;a ordform whirni ning hostess screeching

e
M! “‘[’]'g’}’ty; republlcan pres|dent vice C 0 I be rt

murgan election register  joe
Iraq hamas twinkies gop uuuuuuu

a e n est Ero 0 p S VOtoebl’asmathaglbfn .

ason
piers

democrats
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A Spectrum of Pundits

“top conservatives on Twitter”

* Limit badges to progressive and TCOT

* Predict political alignments of likely readers?

)

more conservative

Friedman « Took all articles by columnist
& lgnatius * Looked at encoding score
R RG . ive vs TCOT
P EPSEEY progressive vs
) Qe & \@l Average
Fo® 6‘& >
o 9 > O
© &
O
\é’b
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User Study

* Which representation best captures user preferences
over time?

e Study on Amazon Mechanical Turk with 112 users
1. Show users random 20 articles from Guardian, from time
period 1, and obtain ratings

2. Pick random representation

 bag of words, high level topic, Badges
3. Represent user preferences as mean of liked articles
4. GOTO next time period

« Recommend according to preferences
* GOTOSTEP 2



Number of liked articles

—l
o

(o)

User Study

Bag of Words

High Level Topic

Badges

better

44



Recap: Personalization via twitter

* Sparse Dictionary Learning
— Learn a new representation of articles
— Encode articles using dictionary
— Better than Bag of Words
— Better than High Level Topics

* Based on social data
— Badges on twitter profile & tweeting
— Semantics not directly evident from text alone

45



Learning Visual Style




Learning Visual Clothing Style with Heterogeneous Dyadic Co-occurrences
Andreas Veit, Balazs Kovacs, Sean Bell, Julian McAuley, Kavita Bala, Serge Belongie, ICCV 2015

/Visuallylncompatible\

http://vision.cornell.edu/se3/projects/clothing-style/



http://vision.cornell.edu/se3/projects/clothing-style/

Training Data

e Ground set of items

— ~1M items
— Image of item x
— Category of item ¢

* Coat, belt, pants, socks, etc.

* Pairwise relationships

— “frequently bought together”
— Interpret as visually compatible

dMazon

48



Training Goal

(ignoring regularization)

Penalizes too far Penalizes too close

Embedding of image Embedding of image

N\ N\
argmin Yy L' (D(x,),P(x))+ Y L (P(x,),P(x,))

© (1,))ED (i,j)ED

N\ \

All Model Compatible Incompatible
Parameters Pairs Pairs

N\ /

Only pairs in different categories.

49



Recall: Convolutional Neural Networks

@G -G

7x7x3 Convolution 5x5x96 Convolution .
Rggilp;;in;zge 3x3 Max Pooling 3x3 Max Pooling 3X3);235§ 1C§ )r:\;oslztlon
Down Sample 4x Down Sample 4x
55 x 55 x 96 13 x 13 x 256 ‘
Logistic Standard Standard 3x§§§5|\::x°§zg:;"ntéon 3x3x354 Convolution
Regression 4096 Units 4096 Units Down Sample 2x 13x13x354
=1000 Classes 6x6x 256

Treat as embedding

50



Siamese Convolutional Neural Networks

- .-t

Same Model!

More details: http://www.cs.cornell.edu/~kb/publications/SIG15ProductNet.pdf

L(®(x,),®(x)))

51



http://www.cs.cornell.edu/~kb/publications/SIG15ProductNet.pdf

Recap: Training Goal
Penalizes too far Penalizes too close

Embedding of image Embedding of image

N\ N\
argmin E L (D(x,),D(x;))+ E L (®(x,),D(x)))

C

(i,j))ED (i,j))ED
All Model Compatible Incompatible
Parameters Pairs Pairs

N /

Only pairs in different categories.

Model Embedding via Siamese Convolutional Neural Network!
52



Training Details

 Want embedding dimension smaller
— E.g., 128 rather than 4096

* Need to subsample negative pairs
— Most items are not frequently bought together
— Negative component can overwhelm objective

53
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http://www.cs.cornell.edu/~andreas/iccv15.pdf
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http://www.cs.cornell.edu/~andreas/iccv15.pdf

Suggesting Outfits

Garment ' Z -
Lower !
Garment !
11
s |

http://www.cs.cornell.edu/~andreas/iccvl5.pdf
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http://www.cs.cornell.edu/~andreas/iccv15.pdf

Suggesting Outfits

* Given query item |
— Embedding @,=0(x;| O)
— Category c,

* For other categories
— Recommend item with closest embedding ¢

* Not robust to label noise!

http://www.cs.cornell.edu/~andreas/iccvl5.pdf

56


http://www.cs.cornell.edu/~andreas/iccv15.pdf

Label Noise

* Amazon category labels are noisy
— Eg., some pants mis-categorized as shoes

* Pants are visually very similar

O(ff) = O(ff)

Pants Shoes

/

Mis-categorized!

57



Making Robust Suggestions

* Mis-categorizations are rare

— Instead of predicting closest shoe...
— Predict closest cluster of shoes!

* Preprocessing: cluster every category

* Given input query (category=pants)
— Find closest cluster center (category=shoes)
— Output shoes item close to cluster center

http://www.cs.cornell.edu/~andreas/iccvl5.pdf

58


http://www.cs.cornell.edu/~andreas/iccv15.pdf

Compute Coherence of Outfit

Least coordmated

I\/Iost coordlnated
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http://cseweb.ucsd.edu/~jmcauley/pdfs/www16a.pdf

60


http://cseweb.ucsd.edu/~jmcauley/pdfs/www16a.pdf

Recap

e Sparsity is often useful
— Interpretability, data compression
— Use Lasso/L1 objective

* Representation learning is often useful
— Lower-dimensional embedding
— Better suited to semantics of data domain



