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Today

Miniproject 1 Reports Due

Latent Spatial Models for Basketball Play
Prediction

Latent Tensor Models for Collaborative
Clustering

aka: Stuff Yisong Likes
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Teammates —

Defenders

lsjp%\

BE | earn an Interpretable Predictive (
Model for Play Prediction

(E.g., Pass or Shot)
X
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Teammates

Defenders




Demo

http://projects.yisongyue.com/bballpredict/
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Prediction

* Game state: x

— Coordinates of all players
— Who is the ball handler

* Event:y

— Ball handler will shoot

— Ball handler will pass (to whom?)
— Ball handler will hold onto the ball

— 6 possibilities

* Goal: Learn P(y]|x)

— Interpretable

http://www.yisongyue.com/publications/icdm2014_bball_predict.pdf
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Logistic Regression
(Simple Version: Just for Shooting)

_ expiF(y1x)} Z(x|F)= exp{ F(y'lx)
PO = Z(x|F) y'E{Es,J_} { }

F(Xx) y'=s Shot
F

1

F(y'Ix) =+

‘/v

Offset or bias

y'=L1 Hold on to ball

1
1+exp{—P;(x)+Fl}

P(y=slx)=
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Example

Tim Duncan

1
1+exp{-F,(x)+F,} F(x)

P(y=slx)=
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Fine-Grained
Spatial Models

 Discretize court

— 1x1 foot cells
— 2000 cells

50 feet

Fi(x) = ;*}Tqﬁs (x)

2000 dim coeff vector

Indicator feature vector
(1 in cell that ball handler is)
(0 in all other entries)
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40 feet




Story so Far: Spatial Logistic Regression

1

Ply=s1x)= 1+exp{-F,(x)+F, }

1

1+ eXp{—(qubs (x)- FL)}

* Probability of shooting log-linear

— In spatial cell feature representation
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Training Data

—

1.1"

o, — \
, . \ e " “1 e
- ..-“ %) v ...,""'?'

STATS SportsvVU
2012/2013 Season, 630 Games,

80K Possessions, 380 frames per possession
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Learning the Model

* Given training data: 7(x,y)}
Player I

Configuration What Happened
Next

* Learn parameters of model:
inA|F |’ 0(y,FTp (x)-F
agminA|F [+ 3 £ F¢,(x)-F,)

1 (x,y)ES \ Y )

T

Log Loss
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Spatial Regularization

e Self-defined feature vector

— Has spatial structure n

* Expect F, to vary smoothly

— But not enough training data
— Spatial Regularization:

argmm)L]”F” +A, E (F-F, ) 2 E(y,FSTqbs(x)—FL)

iI,JEN (i) (x,y)ES
K, = exp{—d(z’,j)2 /0}
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Combining Several Ideas

® MU'ﬁClaSS pr'EdiC'l_'ion We’ve only seen shots so far
— Predict different outcomes (e.g., shot, pass, etc)

. Spatla| |V|Od€| Discretize into fine-grained cells

(regularize neighbors to be similar)

— Captures spatial structure

¢ MUlﬁtaSk pFEdiCl‘iOn Talk about this next

— One prediction task per player

* |nterpretable Model ~ ‘atentfactorpart

Related to multitask prediction
— Low-dimensional representation

— Easy to visualize

Lecture 15: Recent Applications of Latent Factor Models
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Multitask Prediction

* One task per player

— F.is actually a matrix of coefficients D=2000

— Each row is a player

* |nput data x contains id of
ball handler

— One task per ball handler

Tim - Dirk S
Duncan Nowitski
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M=450




Multitask Prediction

i D=2000
P(y=slx)=
(y=s1x) 1+exp{—Fs(x)+Fl}
_ 1 5
1+exp {_(F:v,b(x),l(x) - F, )} %

!

Ballhander ID Location

Learning Objective:

argmm %”F || + A E E (Fs’b’i —F;,b,j)z

b i,JEN(i)

+ E g(yFb(x)l(x) FJ_)

(x,y)ES

K, = exp{—d(i, )’ /a}
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Not Enough Training Data!

* Most players don’t shoot that often

— 2000 weights per player

e Cell discretization is very fine-grained

— Spatial regularization helps some

* How to share data across players?
— Latent Factor Model!
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D=2000

M=450
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Latent Factor Model (Shooting)

Assume that players can be represented by K-dimensional vector
Learn a common K-dimensional latent feature representation

Locatlon Factors

PIayer Factors

* Shooting Score: F.(x)=B, L

[(x)

Lecture 15: Recent Applications of Latent Factor Models 18



New Prediction Model

1
1+exp{-F,(x)+F,}
1
L+ exp{~(By Ly~ F. )}

7N

Ballhander ID Location

Locatlo Factors
PIayer Factors

http://www.yisongyue.com/publications/icdm2014_bball_predict.pdf
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P(y=slx)=
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Location Factors

Player Factors

Bl

Enforce Non-Negativity
(Accuracy Worse)
(More Interpretable)

}

i

L)

-

Visualizing location factors L (K=10)

=

D

*

®

)

%

LD

L 3

Kawhi

Leonard

Carmelo

Anthony Nowitzki ~ Waiters

Dirk

Dion

John
Wall

Tim

Duncan

Kyrie

Irving

Visualizing players

http://www.yisongyue.com/publications/icdm2014_bball_predict.pdf
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Shawn

Marion

Jeremy
Lin

David
Lee
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Training Objective

Spatial Regularization

argmin A(HBH +|L) )mg S k(L -L,)

B=0,L=0.F, k i,jEN()

+ Y {(y.Byy Ly~ F,)

(x,y)ES
Log-Loss of Latent Factor Score

S = {(xa y)}
Locatlon Factors K, = exp{—d(i’j)z /o’}
Player Factors

http://www.yisongyue.com/publications/icdm2014_bball_predict.pdf
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Optimization via Gradient Descent

argmin )\1(||B|| +||L] )+)L S K, (L, -L,)

B=0,L=0,F, k i,JEN(Q)

+ E é()’aBbT(x)Ll(x)_Fl)

(x,y)ES

=2(A'1Li+A’ZE E (Lk,j_Lk,i)]_ E alog;)L(ylx)

k JEN() (x,9)ES i

D K D
dlog P(ylx) _i'(
aLi B (1[y=S] ) P(S | x))Bb(x) M L'}catio Fact
\ Player Fact

http://www.yisongyue.com/publications/icdm2014_bball_predict.pdf
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Initialization

* Need to initialize B & L before doing gradient
descent

— Need to preserve spatial structure

— Random initialization often doesn’t work

* Train F_ first w/o factorization D

— Then factorize F into B*L

* Non-negative Matrix Factorization M

— Use as initialization

http://www.yisongyue.com/publications/icdm2014_bball_predict.pdf

Lecture 15: Recent Applications of Latent Factor Models
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General Prediction Problem
(Multiclass Logistic Regression)

1
P(y|x) = exp{ F'(y|x)} Multiclass
Z(XlF) \ J Classification
Scoring Function
Partition
Z(x|F) = Z exp{F(y'[x)} Function
y' €Y (x)
All possible y’s
F(x) ify=s Shot
F(ylx) = ¢ Fp(i,x) ify=p; Pass to teammate
Fi(x) ify=_1 Hold on to ball

http://www.yisongyue.com/publications/icdm2014_bball_predict.pdf
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Latent Factor Model (Passing)

Locatlon Factors

PIayer Factors

* Passing Score: F,(i,x)=P'L,,,,

http://www.yisongyue.com/publications/icdm2014_bball_predict.pdf
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Where are Players Likely to Receive Passes?

Enforce Non-Negativity
(Accuracy Worse)
(More Interpretable)

Locatlon Factors

PIayer Factors

9(.

5(] ) 5(]

Tony Dirk LeBron Monta Manu David Jose Chandler Goran Joachim
Parker Nowitzki James Ellis Ginobili Lee Calderon Parsons Dragic Noah

http://www.yisongyue.com/publications/icdm2014_bball_predict.pdf
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Latent Factor Model (Passing) #2

\

Target Location Factors

™S

Source Location Factors

D QT

Additive Decomposition:

i l(l ,X) + Ql l(x)Q2 [(i,x)

http://www.yisongyue.com/publications/icdm2014_bball_predict.pdf
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* Passing Score: F (i,x)=



How do passes tend to flow?

H H o Locahon .

Source Location Factors

N B | p
@9( O % @ RIO) BRIC) _'3 YD) 9@*%

Q,
L BTSN INIE
Q,

http://www.yisongyue.com/publications/icdm2014_bball_predict.pdf
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How do passes tend to flow?

D

\

Target Location Factors

QT

Source Location Factors

Passing From “X”

I

Passing To “X”

> (

http://www.yisongyue.com/publications/icdm2014_bball_predict.pdf
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Visualizing Defender Factors
(Subtractive Decomposition)

wii|l

&
SO >OM >D) | >D D
D)

N

Defending Shot

E

Defending

Passing Lane

Receiver’s Shot

¥

Defending

2D

http://www.yisongyue.com/publications/icdm2014_bball_predict.pdf
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Visualizing Time-of-Possession Factors

5 (

012345067 01234567 01234567 01234567 0122346586 7

How long the ball handler has held on to the ball.

http://www.yisongyue.com/publications/icdm2014_bball_predict.pdf
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Recap: Latent Factor Spatial Models

* Multiclass prediction
e Spatial Model

— Captures spatial structure
* Multitask prediction
* Interpretable Model

e Gradient Descent

Lecture 15: Recent Applications of Latent Factor Models

E.g., shot, pass, etc.

Discretize into fine-grained cells
(regularize neighbors to be similar)
(compose different spatial factors)

One task per player

Latent factor model
Shared representation across players
Non-negative coefficients

Requires good initialization
(NNMF of full model)

32



Latent Collaborative Clustering

Lecture 15: Recent Applications of Latent Factor Models
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Motivation: Richer User Interfaces

Information Bottleneck

We can only learn as much as interface permits
(We can only help user as much as interface permits)



Create New List

~ sex: male

I/ currstate: Washington (62+) k

[ mutual_friends: many (91+)

[ currcty: Seattle (54+)

[Tworkplace: University of Washington (9+)

age_range
colege
correspondence
currcty
currcountry
Currstate

famiy
frendshp_duration
gradschool
highschool
homecky
homecountry
homestate
mutual_friends
recency
seen_together

sex

Eytan Adar = Susumu
™ Harads
m
l Yaw Anokwa E Kate Everitt

PN Abe Friesen - Justine Marie
a) ~ Sherry

Sean Ly
~ ”
Kezysztof
Gaps
. -
H Sandra Yuen

Add Selected

-

E
A
™

Kathieen Tuite

-
‘o)

. 2
. Eva Ringstrom
‘.‘mm
d4
. ~ Caros
| A M

e Tang

(]

“ReGroup: Interactive Machine Learning for On-Demand Group Creation in Social Networks”
[Ameershi et al., CHI 2012]



= || Search (P‘ntepe& 4= E Yisong T

Sweet Somethings

S
Unfollow Board <4 Send Board 73 Pins 101 Followers

. -
Tips For Perfect :
Cinnamon Cake with Cinnamon- Chocolate (:hi]) Cookies from The Girl Who Ate Everything -
Cream Cheese FrOSting - Redpes, SOY good-bye to flat and hard cookies! Cookies and Cream :p
Dinner Ideas, Healthy Recipes & Sweet LiddleBoluebicd com Cheesecakes =

rrrre

Food Guide

Pinned from Great visual aid on piping tips and
‘ their result for cake decorating.

om

Pinned from

tne-(

2

Pinned from

n — —

http://www.pinterest.com




:Showaledges vi '/ Paper Tite: “ Font: “

* Starred
B Annotated
* Pinned

O Selected

~ Hidden

Infavis o
Collab search o
PIM (4]

Search
© A survey of collabor:
O Collaborative inform: . LyberWorld—a visuz
© SearchTogether: an ‘ The WebBook anc

© CoSearch: a system

The information visu:
© Exploratory Search:

o Data mountain: usinc

The cost structure

o_ Keeping fouyi gs
© Once found; what th

© The universal labelel

\_ . Information visualiz:
o The structure of the

© Personal information 0 Information visualiza

“Apolo: Making Sense of Large Network Data by Combining Rich User Interaction and Machine Learning”

[Chau et al., CHI 2011]



Demo
(Goal Oriented Data Browsing)

Planning a vacation

Planning meals for the week

Literature review for grant proposal

Lecture 15: Recent Applications of Latent Factor Models
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Recap: Collaborative Filtering

* Training Data: N items, M users

c Y={Y,..Y,}
Each user rates a
a subset of items

( S>), (T
| ) ’ g

Lecture 15: Recent Applications of Latent Factor Models
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Recap: Collaborative Filtering

* Learning Goal: F(m,i) =y . (+1 or -1)

Ly (D), (1,9),

aaaaaaaaaa
|
e % )
Les Invalides ’ ’

de Paris

ey
* F(m, IS
’ Promenade plantee,

* Prediction goal: F(m,i) for new items

Lecture 15: Recent Applications of Latent Factor Models



http://www.yisongyue.com/publications/www2014_collab_cluster.pdf

Lecture 15: Recent Applications of Latent Factor Models

Training Data: N items, M users
Y=AY; ... Y}

Collaborative Clustering

Architecture

Art Museums

Outdoors

"
i |
Rue du
Palais Garnier - Faubourg Saint
Opera National
de Paris

River Seine Luxembourg
Gardens

Palaces

Palais Garnier - Musee Rodin

pera Nation:
de Paris

G
Grand Palais
Jardin du Palais
|

Each user clusters
a subset of items

(partial clustering)

41



Collaborative Clustering

* Learning goal: F(m,i,j) = y,; (+1 or -1)

Art Museums

Outdoors

Architecture
o
o
* F(m, B4, [a)
’ Musee Rodin ’ L
Gardens

Clustering analogue to
Collaborative Filtering

* Prediction goal: F(m,i,j) for new items

http://www.yisongyue.com/publications/www2014_collab_cluster.pdf

Lecture 15: Recent Applications of Latent Factor Models
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Recap: Latent Factor Models

* Collaborative Filtering: N items, M users
* Users rate items (y,,)

Users and items modeled
(Missing Values) as K-dimensional factors.
(matrix factorization)

* Prediction: F(m,i) = <u_, x>

Lecture 15: Recent Applications of Latent Factor Models 43



Learning for Collaborative Filtering

User Model Item Model

N
ar%n;in)tqHUH +)LZHXH + L(U, X)

\ J \ J
! I

Regularization Reconstruction Error

L(UX)= Y N (F(m.i)-y,,)

m €Y,

F(m,i)=x/u,

Lecture 15: Recent Applications of Latent Factor Models 44



Recap: Collaborative Filtering

User 1

Can now predict
missing values

User 2

User 3

User 4

F(m,i)=xu,

User 5

N K N

K
Also known as X

matrix completion

Lecture 15: Recent Applications of Latent Factor Models 45



Latent CoIIaboratiye Clustering

Users and items modeled
as K-dimensional factors.
(tensor factorization)

K Hadamard Product

PrEdiCtiOn: F(m,|;J) = Xi ° um ° )ﬂ/ Actual model slightly

Lecture 15: Recent Applications of Latent Factor Models more Complicated 46




Latent Collaborative Clustering

* F(m,i,j) =x°u,° X

VLN
: F(m,i,j)=:Eu

Diag(u,,)

F(m,i, j) = x/ Diag(u,)x,

- <xi’ xj >Diag(um)

* Diag(u,,) = user-specific transform

— Metric learning (i.e., Mahanalobis)

http://www.yisongyue.com/publications/www2014_collab_cluster.pdf

Lecture 15: Recent Applications of Latent Factor Models

Actual model slightly
more complicated



Learning

User Transform Item Factor

N
argmin)\.JHUH + A, HXH + L(U, X)
U=0

’ L ) L J

I B
/ Regularization Reconstruction Error

Enforces Metric

LUX)=3 S B (Fomi -2 )

m i,jEY,

Weight positive & negative

L[] L] T L]
F(m,i, j) = X Dlag(um )xj feedback differently
(optimization details in paper)
http://www.yisongyue.com/publications/www2014_collab_cluster.pdf
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Learning

User Transform Item Factor

N
argmin/'\.]HUH + A, HXH + L(U, X)
U=0

)

e Alternating least squares optimization

— (convex in U and each x, but not jointly)

Iterative closed form solutions
— (use ADMM to solve U=0)

(optimization details in paper)
http://www.yisongyue.com/publications/www2014_collab_cluster.pdf

Lecture 15: Recent Applications of Latent Factor Models
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Relationship to Metric Learning

* Metric Learning Learns a Transformation U:

— Such that transforming features x by U minimizes loss:

Normal Metric Learning: Transformed Inner Product:

. 2
ar%rzlgm}g U] + L(U,X) <xi,xj >U = x; Ux,

e Latent Collaborate Clustering Learns both U
and Features x

— Useful if there many tasks, and few examples per task
— Or if don’t trust raw features x

Lecture 15: Recent Applications of Latent Factor Models 50



Input Clustering

Input Clustering

Architecture

Art Museums

Outdoors

Palaces Gardens City Strolling

Palais Garnier - Musee Rodin Luxembourg Parc Floral de Boulevard St. Avenue des
Opera Na!iona! Gardens Paris Germain Champs-
de Paris Elysees

Grand Palais

Jardin du Palais

Royal

Rue du
Palais Garnier - Faubourg Saint-
Opera National Honore
de Paris

lle St.-Louis

River Seine

Les Invalides

Musee Picasso

Musee de
I'Orangerie

Musee Rodin

River Seine Luxembourg
Gardens
Pont-Neuf

F(m,

al.
Passage des
Panoramas

River

Montparnasse

River Seine

Champs-
Elysees

Vedettes du
Pont Neuf

Luxembourg
Gardens

Pont des
Invalides

. o

Bois de

Boulevard St.
Germain

Place Dauphine

Avenue des

Champs-
Elysees

lle St.-Louis

Lecture 15: Recent Applications of Latent Factor Models

Canal St-Martin

lle St.-Louis

Parc de
Bagatelle

Boulogne

51



Data Collection

New User Study: INTERACTIVE SURVEY: Categorizing Attractions in Paris

« Pretend you're learning and organizing information about Paris for a potential trip there.

Hypothetlcal trlp to Round 1/4, Part A: Tell Us What You Find Interesting in Paris!

P a ris Please inspect the attractions below.

Select the attractions you find interesting by clicking on them.
Selected attractions will turn red-bordered.
You can right-click on attractions to view more information about them.
When you are done, click on "Next" at the bottom.
*NOTE* -- only meaningful results will be approved.

* & 0 o o 0

Mechanical Turk

Cluster interesting
attractions

2 5 0 att ra Cti o n s W Fondation Henri Place des

Ecole Militaire Pantheon Cartier-Bresson Vosges Parc Motsouris
.o .o
(from TripAduvisor)

.

St-Pierre de

2 e

i, |

Theatre des

H Photo Up Privat Baccarat Champs- J B
1 8 [} 7 Ite m S p e r u Se r oTozrsma ¢ M:sct:.:':\ Elya;?:zss Montmarte Musee Delacroix Francaise

218 users &

4.5 clusters per user

Lecture 15: Recent Applications of Latent Factor Models



New User Study:
Hypothetical trip to
Paris

Mechanical Turk

Cluster interesting
attractions

250 attractions
(from TripAdvisor)

218 users
18.7 items per user
4.5 clusters per user

Lecture 15: Recent Applications of Latent Factor Models

Data Collection

INTERACTIVE SURVEY: Categorizing Attractions in Paris

+ Pretend you're learning and organizing information about Paris for a potential trip there. .

Round 1/4, Part B: Tell Us How You'd Categorize Them!

Please categorize the attractions into groups that are meaningful to you.
Drag each attraction into one of the blue shaded group regions.

You may re-arrange existing groups by dragging attractions to new groups.
You can create as many groups as you like (by clicking "Add New Group").
Please label each of the groups you use.

When you are done, click on "Next" at the bottom.

*NOTE* -- only meaningful results will be approved.

| Add New Group | | Remove Empty Croups |

.....................

. Churches | | Gardens :
o
I TR
St-Pierre de Place des Parc Montsouris
Montmarte Vosges

St. Etienne du
Mont

Pantheon
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Data Collection

ﬂ/ery interesting - | feel like I learned a bit about Paris!” \

“I have never been to Paris but now | want to go even
more.”

“We would just about sell our souls to get there! Thank you
for letting me travel there vicariously through this HIT!!!”
(HIT refers to “Human Intelligence Task”)

“Great format. Have been to Paris several times but still

kleamed about many great new places to visit” /




Features for Attractions

2 sets of features

Wikipedia tf-idf
(~3.5K features)

Mechanical Turk
Tagging (right)
(~40 features)

Used for baselines

Keyword Tagging Attractions in Paris!

« Please inspect the attraction below.

« SELECT ALL keywords that are appropriate for this attraction.

« Selected keywords will turn RED.

« The right pane below displays additional information (e.g., wikipedia page) for your convenience.

Place de la Madeleine

|o Ancient Ruin

| |0 Palace / Mansion

Subma

Lecture 15: Recent Applications of Latent Factor Models

® Architecture e Performance
* Art ® Plaza /Open Area . .
= La Madeleine, Paris
o Bridge e Recreational
e Cabaret e Relaxing / Leisure
e Cemetary ® Religious
o Comedy ® Scenic -- Nature
e Culture e Scenic -- Urban
e Dining e Scenic -- Water
® Fountain ¢ Shopping
e Garden / Park e Sightseeing
e Historical e Spa/Massage
e Large Building e Sports
® Memorial e Street
® Monument / Statue e Theater / Opera
e Museum -- Art e Tour L'église de la Madeleine (French pronunciation: [legliz da la madalen],
e Museum — Other  Transportation Madeleine Church; more formally, L'église Sainte-Marie-Madeleine; less
— = = formally, just La Madeleine) is a Roman Catholic church occupying a
® Nightlife ¢ Walking / Strolling i L i i
commanding position in the 8th arrondissement of Paris.
e Outdoors ® Zoo / Aquarium

The Madeleine Church was designed in its present form as a temple to the glory

of Napoleon's army. To its south lies the Place de la Cong v
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Evaluation

* For each test user:
— Hold out some attractions
— Predict cluster membership (or new cluster)

 Feature-based baselines:

— Diagonal metric (per user)

[Wagstaff & Cardie, 2000] [Xing et al., 2002] [Schultz & Joachims, 2003]
[Davis et al., 2007] [Parameswaran & Weinberger, 2010]

— Latent feature transform  (significantly slower)
[Blitzer & Weston, 2012]

Lecture 15: Recent Applications of Latent Factor Models

56



Prediction Tasks

Architecture

Art Museums Outdoors

B

Rue du

Palais Garnier - Faubourg Saint-
Opera National Honore
de Paris

Musee de
'Orangerie

san

Musee Picasso River Seine Luxembourg

Gardens
% pont-Ncu'

Musee Rodin

— Existing cluster:

— New cluster:

Rue Cler,

Lecture 15: Recent Applications of Latent Factor Models

Cluster with highest average F(m,i,j).
(conventional classification)

All clusters have negative F(m,i,j).
(predicting novelty)
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AT Conventional Prediction Setting

60

50

40

30

BETTER

20

10

Random Largest Feature-Based Transformed LCC
Cluster Feature-Based

Hold 25% from each cluster (no empty clusters)
Predict cluster membership (conventional classification)
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Predicting Novelty
40
A 35 Only method to

beat random!
30

25

20

BETTER

15

10

| —

Random Largest Feature-Based Transformed LCC
Cluster Feature-Based

Hold one entire cluster
Predict new cluster (predict novelty)
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Overall

~ 60
50

x| 40

L

-

| 30

w

]
20
10
0

Random Largest Feature-Based Transformed LCC

Cluster Feature-Based

Hold 50% of attractions at random (some clusters empty)
Predict cluster membership (or new cluster)

Lecture 15: Recent Applications of Latent Factor Models 60



Recap: Latent Collaborative Clustering

* Multitask Metric Learning & Feature Learning

— Trained on partial clusterings created by individual users

* Individual factors x hard to visualize

— Maybe easier if enforced non-negativity

* Maybe better served as an embedding model:

2

F(m,i,j)=‘xi - X,

Diag(u,, )

Lecture 15: Recent Applications of Latent Factor Models 61



Recap: Latent Factor Models

* Great way to compactly represent data
— Share across many tasks

 Can be very interpretable
— At least the simpler versions
— Tradeoff between interpretability and accuracy

* Particularly useful if you don’t trust (or don’t have)
raw features

* Next Week: Deep Learning
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