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Today: Two Recent Applications

Personalization

Cancer Detection i )
via twitter
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* Applications of Lasso (and related methods)
* Think about the data & modeling goals
 Some new learning problems

Slide material borrowed from Rob Tibshirani and Khalid El-Arini

Image Sources: http://www.pnas.org/content/111/7/2436
https://dl.dropboxusercontent.com/u/16830382/papers/badgepaper-kdd2013.pdf



Aside: Convexity

Easy to find
global optima!
tf (@) + (1= 1)f (22) R
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Strict convex if
diff always >0

Image Source: http://en.wikipedia.org/wiki/Convex_function
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Aside: Convexity

* All local optima are global optima:

AN

e Strictly convex: unique global optimum:

N

* Almost all objectives discussed are (strictly) convex:
— SVMs, LR, Ridge, Lasso... (except ANNSs)




Cancer Detection

m/z 788.5

Ao




“Molecular assessment of surgical-resection margins

of gastric cancer by mass-spectrometric imaging”
Proceedings of the National Academy of Sciences (2014)

Livia S. Eberlin, Robert Tibshirani, Jialing Zhang, Teri Longacre, Gerald Berry,
David B. Bingham, Jeffrey Norton, Richard N. Zare, and George A. Poultsides

http://www.pnas.org/content/111/7/2436
http://statweb.stanford.edu/~tibs/ftp/canc.pdf

Bt prt Gastric (Stomach) Cancer

1. Surgeon removes tissue

/
Left in patient

Cancer ‘
Normal margin

swomal () 3. If no margin, GOTO Step 1.

Epithelial ‘

Image Source: http://statweb.stanford.edu/~tibs/ftp/canc.pdf

2. Pathologist examines tissue
\ — Under microscope



Drawbacks

* Expensive: requires a pathologist
* Slow: examination can take up to an hour
* Unreliable: 20%-30% can’t predict on the spot

Bt pa Gastric (Stomach) Cancer

1. Surgeon removes tissue

/
Left in patient . . .
2. Pathologist examines tissue
Cancer ‘ \ — Under microscope
Normal margin
Stromal .
wonst @) 3. If no margin, GOTO Step 1.

Epithelial ‘

Image Source: http://statweb.stanford.edu/~tibs/ftp/canc.pdf



Machine Learning to the Rescue!
(actually just statistics)

* Lasso originated from statistics community.
— But we machine learners love it!

N
2
Basic Lasso: argmm)t‘w‘ + EL(yi,wai - b)
w,b ,
’ i=1

* Train a model to predict cancerous regions!
— Y={C,ES} (How to predict 3 possible labels?)
— What is X?
— What is loss function?



Mass Spectrometry Imaging

e DESI-MSI (Desorption Electrospray lonization)

HV power supply Atmospheric inlet of
S— |_ : mMass spectromete
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Freely moving
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e Effectively runs in real-time (used to generate x)

http://en.wikipedia.org/wiki/Desorption_electrospray_ionization

Image Source: http://statweb.stanford.edu/~tibs/ftp/canc.pdf



Cancer

Each pixel is data point

X Vvia spectroscopy

y via cell-type label

Epithelial

Stromal

Spectrum for each pixel

INAN

Spectrum sampled at 11,000 m/z values

Image Source: http://statweb.stanford.edu/~tibs/ftp/canc.pdf 10
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Image Source: http://statweb.stanford.edu/~tibs/ftp/canc.pdf




Multiclass Prediction

* Multiclassy: S={(x. y,)}N X E R
1?7172} =]

yE{1,2,...K}

e Most common model:

Replicate Weights: Score All Classes: Predict via Largest Score:
Wi | - b, - | wix=b, - w, x - b,
W= Mfz b= b.2 fxlw,b)= Wsz__ b, argmax wox=b,
: : : .
Wi | _ b, | _ WX — by _ wyXx—b,

 Loss function?

12



Multiclass Logistic Regression

Binary LR:

“Log Linear” Property:

Extension to Multiclass:

Multiclass LR:

y(wa—b)
P(ylx,w,b)=—— ¢ - yE{-L+1}
y(w x—b) —y(w x—b)
e + e
P(y | x,w,b) x ey(w x_b) (wy,by) = (-w_y,-b )
w,{x—bk Keep d (Wk;bk)
P(y=klx,w,b)xe for each class
ewzx—bk
P(y=klx,wb)=———
e mm

Referred to as Multinomial Log-Likelihood by Tibshirani

http://statweb.stanford.edu/~tibs/ftp/canc.pdf



Multiclass Log Loss

. x ER"
argmmz—ln P(y. | x.,w,b)
P yE{L2,...K}
w.,b ;
eng—by w, bl
P(ylx,w,b)= T w=| "2 b= b,

w,,x-b,, :
2 '
w

m

~InP(ylx,w,b)=-w,x+b, + ln(z gt )

m

(-1+P(ylxwb)x if y=k

d, —InP(ylx,w,b) =
‘ P(ylx,w,b)x if y=k

14



Multiclass Log Loss

e Suppose x=1 & ignore b
— Model score is just w,
— Vary one weight, others

=1

Log Loss

y=k

vyzk

~InP(ylx,w,b)=-w,x+b, + ln(z g )

d,, —InP(ylx,w,b) =+

m

P(ylx,w,b)x

-1+ P(ylxow.b)x if y=k

if y=k

15



Lasso Multiclass Logistic Regression

argmin)t‘w‘ + E—lnP(yl. | x.,w,D)
w.,b ;
|W|=E|Wk|=zz|wkd| W=
k k d

* Probabilistic model
e Sparse weights

xER”
yE{l,Z ..... K}

16



Back to the Problem

* Image Tissue Samples /2 883.5

* Each pixel is an x

— 11K features via Mass Spec Visualization of all
pixels for one feature

— Computable in real time

— 1 prediction per pixel

/X
e vy via lab results /\ /\/\WMJL N

Spectrum sampled at 11,000 m/z values

— ~2 weeks turn-around



Learn a Predictive Model

* Training set: 28 tissue samples from 14 patients
— Cross validation to select A

* Test set: 21 tissue samples from 9 patients

* Test Performance: 20 Joability
Predicted ‘/\T\ P

Pathology = Cancer Epithelium Stroma Don’t know Agreement, % Overall agreement, %
Cancer 5,809 114 2 230 97.0 97.2
Epithelium 134 3,566 118 122 96.8
Stroma 25 82 2,630 143 96.1

Cancer Normal Agreement, %  Overall agreement, %
Cancer 5,809 116 230 97.0 98.4

Normal 159 6,396 265 99.7




Weights on m/z

1.9 1

epithelium
— cancer
. — stroma
0.0 4 ||Ii||\|| ‘I:\ |]1|J|-r|l ' .|.||I T | |L .JI-L .l ||..|.| I:
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* Lasso yields sparse weights! (Manual Inspection Feasible!)
 Many correlated features

— Lasso tends to focus on one

A DESI-MS lon images B  Lasso Prediction C Pathological Diagnosis

- ® Cancer
m/z 788.5 Normal Epithelium

& Normal Sfroma

m/z 333.5

o

http://cshprotocols.cshlp.org/content/2008/5/pdb.prot4986
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Extension: Local Linearity

ng—by
P(ylx,w,b)= —

w,,x=b,,
2

m

e Assumes probability shifts along straight line

— Often not true

* Approach: cluster based on x

— Train customized model for each cluster
Patient ‘ 1 2 3 4 5 6 ‘ Overall

Standard training 0.29% 456% 6.78% 0.00% 13.76% 2.77% | 3.58%
Customized training | 0.71% 1.89% 0.82% 0.40%  9.43% 0.92% | 1.89%

http://statweb.stanford.edu/~tibs/ftp/canc.pdf -



Recap: Cancer Detection

A DESI-MS lon images B  Lasso Prediction C Pathological Diagnosis
m/z 333.5 ' m/z 788.5 " = Cancer
] il

Normal Epithelium

® Normal Stroma .
‘B =
.
I I N
D
b LY
<7 s
\ 'y I
VY., v
I} = 1 &
v, - = 2mm

e Seems Awesome! What’s the catch?

— Small sample size
* Tested on 9 patients

— Machine Learning only part of the solution
* Need infrastructure investment, etc.
* Analyze the scientific legitimacy

— Social/Political/Legal
* |f there is mis-prediction, who is at fault?

21



Personalization via twitter
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“Representing Documents Through Their Readers”

Proceedings of the ACM Conference on Knowledge Discovery and
Data Mining (2013)

Khalid EI-Arini, Min Xu, Emily Fox, Carlos Guestrin
https://dl.dropboxusercontent.com/u/16830382/papers/badgepaper-kdd2013.pdf

The Washington Post  THE HUFFINGTON POST

Ehe New Aork Eimes FOX
guardian [T & Slate

i @ T

overloaded by news

1|\ FINANCIAL TIMES

> 1 million news articles & blog posts generated every hour*

* [www.spinn3r.com]

23



News Recommendation Engine
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Vector representation:
* Bag of words

* LDA topics

e etc.

corpus

24



Challenge

Most common representations don’t [ E
naturally line up with user interests —

Fine-grained representations (bag of words) too specific

target tahban homb
N . ° wglgpce capture
Haqgqani network is considered most ggg F ﬁg’;.’:'"t'mlgfgtﬁ;,j'sh;fﬁpery
ruthless branch of Afghan insurgency |  Git% ) o including
. C . claimspakistan embassy msurgents
Group that started as part of anti-Soviet jihad has moved into feader attack cons|dernetw0r .

. . C e . . . fear government
mafia-like violence, intimidation and extortion qqanl

High-level topics (e.g., from a topic model)
- too fuzzy and/or vague
- can be inconsistent over time

25



Goal

Improve recommendation
performance through a
more natural document

representation



An Opportunity: News is Now Social

* In 2012, Guardian announced more readers
visit site via Facebook than via Google search

Other Agencies Clamor for Data N.S.A. Compiles

By ERIC LICHTBLAU and 3

Published: August 3, 2013

WASHINGTON — The National Security Agency’s dominant role as
the nation’s spy warehouse has spurred frequent tensions and turf
fights with other federal intelligence agencies that want to use its

surveillance tools for their own investigations, officials say.

FACEBOOK

W TWITTER

¥4 coOoGLE+

£ save

Agencies working to curb drug
Connect With .
Us on Twitter trafﬁcklflg, cyberattac‘k..s, money
Follow laundering, counterfeiting and even
@NYTNational for copyright infringement complain that

B E-MAIL
SHARE
& PRINT

B sinoLE PAGE

breaking news and . . .
headlines. their attempts to exploit the security

Twitter List: Reporters and Editors [lagency’s vast resources have often
heen tnrned donwn herance their nuwn

@ REPRINTS

Log in to see what your friends are sharing onLog In With Facebook
nytimes.com. Privacy Policy | What's This?

Michael Ansara,
Actor Who Played
Cochise and

Kang, Diesatg1r ™

Advertise on NYTimes.com

What's Popular Now [Ej

Cory Booker for

Senator E

yd 'hoic_é [>
1 >

M
| | & ql
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Substandard Nerd

substandardnerd

Gig Going, Festival Attending, Music Loving, Linux Fettling, Perl
Hacking, Cycling, Vegan
The Gdansk of Oxfordshire \-/ b a d ge S
https://www.youtube.com/user/apusskidu/featured

Substandard Nerd @substandardnerd 13 Jan
% Stevie Nicks: the return of Fleetwood Mac

guardian.co.uk/music/2013/jan...
(3 View summary

28



Approach

Learn a document representation based on
how readers publicly describe themselves

29



Substandard Nerd

substandardnerd

Gig Going, Festival Attending, Musie Loving, Linux Fettling, Perl
Hacking, Cycling, Vegan

The Gdansk of Oxfordshire
https://www.youtube.com/user/apusskidu/featured

Substandard Nerd @substandardnerd 13 Jan
y Stevie Nicks: the return of Fleetwood Mac
‘l

guardian.co.uk Cul ==
ture Stevie Nicks
(3 View summary -m e

Stevie Nicks: the return of Fleetwood
Mac

Stevie Nicks's tumultuous life as a rock queen led her to
addiction, heartbreak and "insanity". As Fleetwood Mac reunite,
she tells Caspar Llewellyn Smith why she's going back for mgre



Using many tweets, can we learn
that someone who identifies with

via profile badges — muSiC
reads articles with these words:

CCCCC

suwd  vma
Bjckrecordd single Son
dihrui'ick kanye gaga
Ib o perforrmg}:le -u Smger ?
d music,

lllllllll



Given: training set of tweeted news articles from

a specific period of time | 3 million articles

1. Learn a badge dictionary from training set

music

anﬁe vma
. - SONg
o B Y -~ lrack kanye gaga
B B performance =) smger
g - d Um USIC
|||||||| artist
badges

2. Use badge dictionary to encode new articles

Haqqani network is consid.ered most ‘ af gh élﬁ iSt

security

ruthless branch of Afghaninsurgency | YW - O . =_ o -

Group that started as part of anti-Soviet jihad has moved into

guard,andworced Ej's?b!ed
mafia-like violence, intimidation and extortion adultp IS

32



Advantages

* Interpretable
— Clear labels
— Correspond to user interests

* Higher-level than words

33



Advantages

Interpretable
— Clear labels
— Correspond to user interests

Hagqani network is considered most
ruthless branch of Afghan insurgency

Group that started as part of anti-Soviet jihad has moved into
mafia-like violence, intimidation and extortion

targel ttalba bo h

gengagement pi;t ﬁabUI intimidgion Jh dltli pdl f hamﬁ iSt ecurlty
rnch ruthle%srgragmnanbeheve tppo rtutlcludlng ‘ HHHHHH a
I k t b Insurgents” ' e dlsabled
htg iRl ot AL
aqgani duaKISta

34



Advantages

* Interpretable
— Clear labels
— Correspond to user interests

* Higher-level than words

* Semantically consistent over time

politics

35



Given: training set of tweeted news articles from

a specific period of time 3 million artic ]

1. Learn a badge dictionary from training set

music

track kanye gaga
=) smger

B(?Iu(nrecor(‘ingsa single Son
I b performance
album music.,

2. Use badge dictionary to encode new articles

Haqgani network is considered most ‘ af gh élﬁ iS t

security

ruthless branch of Afghan insurgency | Y -

Group that started as part of anti-Soviet jihad has moved into

guard,andworced g's?br'ed
mafia-like violence, intimidation and extortion adu|tp IS

36



Dictionary Learning

* Training data : S ={(zy)

|dentifies badges /

in Twitter profile
of tweeter

(Culture ) Music ) Stevie Nicks
Stevie Nicks: the return of Fleetwood

Mac y

Stevie Nicks's tumultuous life as a rock queen led her to
addiction, heartbreak and "insanity". As Fleetwood Mac reunite,
she tells Caspar Llewellyn Smith why she's going back for more

Substandard Nerd

substandardnerd Z

Gig Going, Festival Attending, Musie Loving, Linux Fettling, Perl
Hacking, Cycling, Vegan

The Gdansk of Oxfordshire
https://www.youtube.com/user/apusskidu/featured

i

N
i=1

Bag-of-words
representation of
document

album

Fleetwood Mac -4
love <

ot
Nicks s
gig
music

cycling
inux

37



Dictionary Learning

N

S = {(Zi’yi)}i=1
|dentifies badges / \ Bag-of-words

in Twitter profile representation of
of tweeter document

Training Objective:
argmin A, |B|+ A, ‘W‘

“ Hagqani network is considered most “ 1 ”»
D : Ctl ona ry / ruthless branch of Afghan insurgency E n COd I ng
Gro pthltand s part ftS IJhdh s moved into
mUSlC mafia-like violence, intimidation and extortio

E s BN e afghahistaf’
> aIbum“mu;;ca,s : E ) ZAkistAr

badges articles

38



2

argmin A, |B|+ A, ‘W‘

a“ o H 124
Hagqani network is considered most
D | Ctl o ry / ruthleSS branch of Afghan msurgency E nco d n g
oup tha tst ned as paqofgn etjihad h
mUSlC f -like violen timidation and extortion

security

uuuuuuuuuuuuu < Bandiore afghahistai’
aIbum Music” ) iakistan

words
badges

nnnnnnnnnnn

badges articles

Not convex! (because of BW term)

Convex if only optimize B or W (but notboth) | 'Mitialize:
/ 2
Alternating Optimization (between B and W)
N/ gig
How to initialize? Use: § = {(Zi’yi)}- Z Hmusic
= chhng
INUX

39



N
argmin 2,|Bl+ 2, W]+ 3y, BW]]
, =1

* Suppose Badge s often co-occurs with Badge t

— B, & B, are correlated

* From perspective of W, B’s are features.

— Lasso tends to focus on one correlated feature

Substandard Nerd

substandardnerd

Gig Going, Festival Attending, Music Loving, Linux Fettling, Perl
Hacking, Cycling, Vegan

The Gdansk of Oxfordshire
https://www.youtube.com/user/apusskidu/featured

Many articles might be about Gig, Festival & Music simultaneously.

40



2

yi_BVVi

N
argmin A, |B|+ A, [W|+ E‘
B.W i=1

* Suppose Badge s often co-occurs with Badge t

— B, & B, are correlated

* From perspective of W, B’s are features.

— Lasso tends to focus on one correlated feature

* Graph Guided Fused Lasso:

N
argmin A, |B|+ A, |W|+ A’GE E
B.W i=l (5,0)€E(G)

\_'_I

Graph G of related Badges Co-occurance Rate
On Twitter Profiles

2

N
W, [W, =W, [+ Y|y, - BW,
i=1



Encoding New Articles

 Badge Dictionary B is already learned

* Given a new document j with word vector y;
— Learn Badge Encoding Wi:

argmm)LW‘W ‘+)L z ‘

(s,1)eG

2
- BW|

42



Recap: Badge Dictionary Learning

1. Learn a badge dictionary from training set

music

CCCCC

mck record sing S 0 n
mmmmmmmmmm b4 dtacksrngeg:g
album mu ICartlst

words
P

badges

2. Use badge dictionary to encode new articles

islam » ¢ security

Haqqani network is consid.ered most ‘ af an ISt
dlsabled
guar

ruthless branch of Afghan insurgency e =
d nnnnnnnnnnnnnnnn

Group that started as part of anti-Soviet jihad has moved into
mafia-like violence, intimidation and extortion adU|tp IS an
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Examining B
] ] September 2012
music Biden

artlst Smgle ta s
stage billboard political attack pemer g, T convention
preSIdent ryan ,,dp,, "electmn

performance .Soundmtkaa festival AMEriCan s percent presidential o
wmal Q|
I b Slnger SongtraCk Sem‘ero m n Campalgnl
r%egut ecod . g N BN B B E BR v b policy
a u I I l m USIC republican s mitt vote 00ama
demaocratic

soccer Labour
clegg

Imatch land bet it |Io ndon serwce
manchesterma[ﬂ.rf%nae l56a i [ o managemen p°' 'Ca government "
"players Y O GaATEF O

back Se I b
2Pr?l'gfstart coac c u S|gn S| emlnutes toryb itain m Secreta liti Sﬂsagﬁdcounc"
Tlaj Egamig nisiy o niSter e
li I N prime
goal teamsgg{:%oro I ea ue | a 0 u ﬁ)OhCEbenpeﬁtsmltChe I
win - yenemidfiekder Peat Ve g sipss * " offce

united
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Badges Over Time

music

artist single

stage b dblllboard
performance _sound mtv a festival
smger marock S 0 n gtrack

album mugic

September 2012

Biden

t care ratondl

. political e%entattac mmmmmmmm pmy celwnumy comention "

american oseos P presidental 22 president ryan POl ecion
te

senate ob op CaBnpalgr!nhcy

republican w2 mitt vote

democratic

concert

sound vma
I rock recordsze IsmgIeS 0 n
 west debut

doveload message track kanye gaga

|b murperformance - singer
S C
a billboard artlst

September 2010

P
house hankw ing
fgoq;a ordform whiri ning hostess screeching

e
M! “‘[’]'g’}’ty; republlcan pres|dent vice C 0 I be rt

murgan election register  joe
Iraq hamas twinkies gop uuuuuuu

a e n est Ero 0 p S VOtoebl’asmathaglbfn .

ason
piers

democrats
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A Spectrum of Pundits

more conservative

Friedman

| Zakaria
RS &: Ignatius
O Sk IO
B O KO
F LR | L
; O o Y
: (¢~d§. 6@ €§;
O of &9
o D > O
) ‘§9
Qo
NA

0.2 04 06 0.8

“top conservatives on Twitter”

* Limit badges to progressive and TCOT

* Predict political alignments of likely readers?

Took all articles by columnist
Looked at encoding score

progressive vs TCOT
Average
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User Study

 Which representation best captures user preferences
over time?

e Study on Amazon Mechanical Turk with 112 users
1. Show users random 20 articles from Guardian, from time
period 1, and obtain ratings

2. Pick random representation
 bag of words, high level topic, Badges

3. Represent user preferences as mean of liked articles
4. GOTO next time period

e Recommend according to preferences
e GOTOSTEP?2



Number of liked articles

—l
o

User Study

(o)

Bag of Words

High Level Topic

Badges

better

48



Recap: Personalization via twitter

* Sparse Dictionary Learning
— Learn a new representation of articles
— Encode articles using dictionary
— Better than Bag of Words
— Better than High Level Topics

* Based on social data
— Badges on twitter profile & tweeting
— Semantics not directly evident from text alone

49



Next Week

Sequence Prediction
Hidden Markov Models
Conditional Random Fields

Homework 1 due Tues 1/20 @5pm
— via Moodle
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