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Visualization of latent factors from movies [Masoud Farivar]

Overview

e The main goal of this mini-project is for you to create two-dimensional illustrations
of the latent factor approach, similar to the one in Figure 2 of the reference [1], using
the movielens dataset.

e This mini project is due Friday March 13th, 2015 at 2pm via Moodle. You can work
in groups of up to three.

e You may implement this project in any programming language you choose, but you
should provide a complete report with readable and commented codes.

Data Format

The movielens dataset [2] consists of 100,000 ratings from 943 users on 1682 movies,
where each user has rated at least 20 movies. Download and use the following files from
the course website:

e movies.txt Each of the 1682 lines in this file contains comma separated list of the
following fields for a movie:

movie id, movie title, unknown, Action, Adventure, Animation, Children’s, Comedy, Crime,
Documentary, Drama, Fantasy, Film-Noir, Horror, Musical, Mystery, Romance, Sci-Fi,
Thriller, War, Western.

where the last 19 fields are the genres, a 1 indicates the movie is of that genre, a 0
indicates it is not; movies can be in several genres at once. The movie ids are the
ones used in the data set.

e data.txt Each of the 100,000 lines in this file consists of

a user id, a movie id, a rating

Preliminaries

Let m,n be the number of users and movies, respectively, and Y be the m x n matrix of
the movie ratings, where y;; corresponds to user ¢’s rating for the movie j. Note that most
of the elements of the matrix are unknown and the goal of a recommender system is to
predict these missing values.
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1 Matrix Factorization (40 points)

In this part, the goal is to find matrices U and V, such that Y ~ UV” . The dimensions of
U are m x k, are the dimensions of V are n x k, where £ is a parameter of choice. We will
do this by solving the following minimization problem:
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Stochastic Gradient. Descent (SGD) and Alternating Least Squares (ALS) are two pop-
ular approaches to solve this problem. You may implement either of them for a full credit.
Or alternatively, you can choose to get a partial credit (20 points) by just using any exist-
ing implementation, including the one from graphlab [3], to perform this factorization. In
any case, you should document your approach. Choose £ = 20, and justify your choices

for other parameters and the stopping criterion in your solution method.

2 Visualization & Interpretation (60 points)

(a) In order to visualize the resulting latent vectors, apply SVD and use the first two
components to project U, V into a two-dimensional space.

(b) Now construct creative 2D-visualizations of the resulting latent vectors, similar to the
one in Figure 2 of the reference [1], and try to explain your plots and make interesting
observations. Note that you do not have to place all movies and users in one plot.
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